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Exercise 1.

Let (97 F, P, <5Ft)t>0) be a stochastic basis. Consider two stochastic processes X,Y : 2 — R”, with T

an interval of R* or the whole R*, both adapted to (F,) >0+ Show that if X, Y are a modification of each

other and they are a.s. continuous, then they are indistinguishable

Exercise 2.

Let (X(¢),0<t<T) and (Y(t),0 <t <T) be two stochastic processes. By providing counterexamples,
show that:

i) X)) =Y)VteQn[0,T])=1 7= PX({#)=Y(t) Vtel0,T]) =
i) PX()=Y(t)=1Yte[0,T] 7= PXt)=Y(t)Vte0,T]) =1

(In view of the previous exercise, X,Y cannot be both a.s. continuous).

Exercise 3.

Let B be a real Brownian motion and = = {tg, ..., t,,} with 0 < s =ty < t; - < t,,, =t be a partition of
the interval [s, t], with |7| = maxXocpcm 1|tri1 — txl-

1) Show that

satisfies

2) Show that | 1‘1m V! = co a.s. Vt > s, i.e. the paths of a Brownian motion do not have finite variation in
| =0
any time interval a.s.

Exercise 4.
Consider a Brownian motion B on a filtered probability space (Q, F, P, (F}) t>o)' Show that
1) for every 0 < s < t the r.v. B, — B, is independent of B,,, Vu < s
2) B is a Gaussian process.

Hint. To show that a stochastic processes {X};c0,00) is @ Gaussian it is enough to show that for any
ty,t9, ..., t,, € RT and any oy, o, ..., @, € R the random variable Z = Zzl a; X;, is Gaussian.



Exercise 5.
The family of Haar functions {hy }1>0 is defined for 0 <t <1 as

1 if0o<t<1/2,
ho(t) =1, h1<t):{ 1 if1/2<t</1

and for 2" < k < 2" withn =1,2,... as

on/2 if k;j" <t< %:1/27
M) = e i o ey
0 otherwise.

i) Show that {hy}y>o is orthonormal in L?(0,1).

i) Show that {hy}x=o is complete in L*(0,1), ie., f = Y7 (f, hy)hy, in L?(0,1) for any f € L?(0,1).
Hint. First prove that if (g,h,) = 0 for all ¥ > 0 then g = 0 a.s. by showing that j:g = 0 for all
0<s<t< L

Exercise 6.

The family of Schauder functions {s} ;¢ is defined for 0 <t <1 as s,(t) = (x[0,4), k), Where {hy}j>o are
the Haar functions and (-, -) is the inner product in L?(0,1). Then let W (t) = ZZZO &rsi(t), where {&g}rso is
a sequence of independent standard Gaussian random variables &, ~ N(0,1).

i) Show that Y~ s, (r)sy(t) = min{r,t} for all 0 <7, ¢ < 1.

1) Show that there exists a constant C' > 0 such that for all & > 2 it holds

P& > 4+/logk) < Ok,

and deduce that almost surely there exists a positive integer k such that for all k¥ > k it holds

€] < 44/logk.
Hint. Apply Borel-Cantelli lemma.

iii) Prove that the series W () converges uniformly for ¢ € [0, 1].
Hint. You can follow these steps where C > 0 is a positive constant.

n+1
a) Show that almost surely for n big enough maxgncpogns1 [y < C274 .

n+2

sl <277

on+l_q

b) Show that 3, ..

n+3

¢) Show that for m big enough »7° & ][sp(t)] < C Y7 2770,

Exercise 7.

The family of Schauder functions {s} ;¢ is defined for 0 <t <1 as s,(t) = (x(0,¢), hk), Where {hy}j>o are
the Haar functions and (-, -) is the inner product in L%(0,1). Then let

W(t) = Z’fksk(t)» (7.1)
k=0
where {{;} 10 is a sequence of independent standard Gaussian random variables &, ~ N(0,1).

Show that W (t) is actually a Brownian motion. Equation (7.1) is the Lévy-Ciesielski construction of the
Brownian motion.
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