Numerical Integration of Stochastic Differential Equations E PFL
Week 2024-11-25 to 2024-11-29 Prof. Fabio Nobile

Series 10 - November 27, 2024

Exercise 1.

(Implementation of the Milstein—Talay scheme and weak order). Let f,g: R — R satisfy the
assumptions for existence and uniqueness of the solution of an SDE and consider the following SDE on [0, T

dX(t) = f(X(1))dt + g(X (1)) dW (2),
with initial condition X(0) = X,. Then, consider the scheme
Xn+1 = Xn + f(Xn)h + g(Xn>AWn + %g/(Xn)g(Xn)Il,l
2
PG + 87 ()P (Xa)  + P (X)X g (1)
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(1.2)
Let {£,},,>0 be a sequence of i.i.d. discrete random variables defined by
1 2 1
Denoting x,, = £,h'/?, the derivative-free scheme from (1.1) is defined as
Zy = Xn + f(Xn)h £ g(X,)V,
1 1 _
X1 = X+ 5(1(Z0) + F(X0)h+ 7 (9(Z5) + 9(Z2) +29(X,)xs (13
1 " _ 9 1
+7(9(23) = 9(22))(xi — h) N

We remark that under additional assumptions on f and g it can be shown that the above schemes have weak
order 2. Set now f(z) = Az with A =2, g(z) = px with p =0.1, Xy =1 and T = 1. Verify numerically that
the schemes (1.1) (computed considering Brownian increments (AW,,),,) and (1.3) (computed considering
r.v.8 (Xn)n) have weak order 2. Choose different step sizes h = 2% with i = 1,...,5 and approximate the
expectations using M = 10* realizations of {,},,>0-

Solution
The plot is given in Figure 1.

Exercise 2.
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Figure 1: Weak order of convergence of the Milstein—Talay scheme and its derivative free version.

For an SDE in [0, 7] of the form

dX(t) = f(X(t))dt + g(X(2))dW(t),

2.1
X(O> = XOa ( )

consider the Euler—-Maruyama method
Xn = Xn—l + f(Xn—l)At + g<Xn—1)<W(tn) - W(tn—1)>v (22)

and the Milstein scheme

Xn = anl + f(anl)At + g(anl)(W(tn) - W(tnfl))
1,
+ 59/ (X )g(Xp ) (W(t,) = W(t,-1))? — At).
Apply the two schemes to the SDE (2.1) setting the final time T' = 1, the initial condition X, = 1 and the
functions f(x) = Az, g(z) = px with A = 2, u = 1. Compute numerically the strong and weak orders of

convergence of the methods. Choose different step sizes At = 27% with ¢ = 5,...,10 and approximate the
expectations using M = 10* realizations of the Brownian motion.

Solution

The plots are given in Figure 2.

Exercise 3.

Consider the SDE
dXt == a(t, Xt)dt + b(t, Xt)th7 X(O) == Xo, (3.1)

where a : RXx R — R, b: R x R — R are Lipschitz in the spatial variable, uniformly in ¢, with constant L and
satisfy the linear-growth bound property.
Let {Y},},>0 be the approximation of (3.1) defined by the following method

Yn+1 = Yn + &<tn+17 YnJrl)At + b(thrlv Yn+1)€n (32)

where P(§,, = £V At) = % and a = a — bb’.
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Figure 2: Strong and weak orders of convergence for the Euler-Maruyama and Milstein schemes.

1) Show that there exists a unique solution of (3.2) for At < é

2) Show numerically that (3.2) is converging to (3.1) weakly, while it is not the case for the method (3.2)
with a is replaced by a. To do so, you can apply (3.2) a geometric Brownian motion with a scalar
1t = —1 in the drift, a scalar ¢ = 0.3 in the diffusion, X, = 1 and approximate the average with M = 10°
realizations.

3) Assume that (3.2) and (3.1) have bounded p-moments with p > 2. Show that (3.2) is actually convergent
of weak order 1.

Solution

1) Consider that &, can assume just two values, i.e. +VAt. Suppose &, = VAt and define ¢(x) :=
Y;L + &(tn+17 Yn+1)At + b(tn+17 .’E) V At. Then

|50(x) - @(y)| < \/E|b(tn+1’x> - b(tn+1’y)| < L\/Eh; - y‘

Taking At < é, @ is a contractive map and, via Banach Theorem, there exists a unique fixed point y

of ¢, i.e. y = p(y). The case £, = —V At is analogous. Showing that the approximation is unique for all
the possible (two) realizations yields the thesis.

2) From Figure (3) one can notice that the modified-drift implicit method is weakly convergent.
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Figure 3: Weak convergence for the fully implicite method without the modified drift (blue) and with the
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modified drift (green) applied to a geometric Brownian motion.
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