Numerical Integration of Stochastic Differential Equations E PFL
Week 2024-10-21 to 2024-10-25 Prof. Fabio Nobile

Series Break - October 23, 2024

Exercise 1.

Let (W (t),t > 0) be a standard one-dimensional Brownian motion. The goal of this exercise is to show
that for the class of Hermite polynomials {h,,},cy it holds
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Remark. The function h,, (W (t);t) plays the role that t"™ plays in ordinary calculus.
For n € N, define the n-th Hermite polynomial as
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hn(x’p) = (7p)n€2p dxn (6 2p)7

where p is a parameter.
i) Compute h,(x;p) for n =0, ..., 4.

i1) Show that
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e 2 = 50 I t".
n=

ii7) Show that
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ts™
ePts = ZO e /Rhn(m;p)hm(m;p)V(:v;p)dw-,

where
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) Show that the Hermite polynomials {h,,(z;p)},>o are orthogonal in L?(R) with respect to the weight
function v(z;p) and that

/hn(ﬂc;p)%(w;p)dx = nlp™.
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v) Using the fact that the stochastic process Y (t) = e 2 satisfies
¢
Y(t) =Y(0) + )\/ Y (s)dW (s), (1.2)
0

prove equality (1.1).
Remark. Equation (1.2) will be proved in a future series of exercises.

Solution

i)



2 22 (a—tp)? _v?
i) First, rewrite ¢'® 2 = eze 2 . Then, consider the function f(y) = e 2¢ and write its Taylor
expansion around the point y, = x and evaluated in y = x — tp. We obtain
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_ il _ n
e _Zn!_dm" (e 29)( tp)",
n=0
which implies
o 20 e 2 qn _22 gn s n
T =Y e () = Y bl
n=0 n=0
117) Using i) we have
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iv) Note that

o N (pts)™ o (ts)® 5 (ts)®
n=0

so identifying this with the right hand side of i), we conclude that for m # n,
[ o (s p1 = 0,
R

and

/hn(x; p)?v(z; p)dae = nlp™.
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v) In order to show (1.1), we have on one hand (using the formula in ii))
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As these equalities are valid for any A, identifying the factor of the A" we obtain the result.

Exercise 2.
(Itd product rule) Consider for 0 < t < T the stochastic differentials

Xm = Fldt + GldW,
dX2 = F2dt + ngW,



where Fy, F, € MY(0,T) and G1,G5 € M?(0,T). Assume that X;(0) = X,(0) = 0 and let Fy, F,,G1,G4 be
time independent F (0)-measurable random variables. Without using the Itd formula, show that

d(Xle) - XQXm + deXQ + GIGth

Solution
For ¢ = 1,2, we have

t t
0 0

Therefore, we obtain
/ (Xod X, + X,dX, + G1Gy)dt
0
:/ Xg(Fldt—FGldW)—F/ Xl(det+G2dW)+/ G,Gydt
0 0 0
:/ (X2F1+X1F2+G1G2)dt+/ (XG4 X,Go)dW
0 0
:Fl/ (F2t+G2W(t))dt+F2/ (F1t+G1W(t))dt—|—/ GGt
0 0 0
+G1/ (F2t+G2W(t))dW+G2/ (Fit+ GW(t))dw
0 0
2
= (Fng +F2F1>7 +G1G2’l"

+ (F,Gy+ FoGy)( / Wt + / 1AV) + Gy G2 / W)
0 0 0
= F1Fyr® + GiGo(r + W (r)? — 1) + (F1Gy + F,Gy)rW (r).
where the last equality follows from the previous exercise. Finally, we verify that

(X1 X5)(r) = Xy (1) X (r) = FyFopr® + G Ga(r + W (r)? — 1) + (FyGy + F>G)rW(r),

which completes the proof.

Exercise 3.

Let (W(t),t > 0) be a one-dimensional Brownian motion. Using the It6 formula:
i) compute d(WW™) where m is a positive integer,
A2t
it) show that Y'(¢) = T where A € R satisfies
dY = \YdW,
Y(0)=1.

Solution

i) Using the It6 formula with u(z) = 2™, we have

1 1
d(Wm) = ua:(W)dW + §Uw$<W)dt =mW™ 1dWV + §m(m _ 1)Wm72dt'



A2¢

i) It is clear that Y (0) = 1. We then apply the It6 formula with u(t,z) = M7 and get
1
du(t, W(t)) = uq(t, W())dt + ug (8, W () AW + Fuqq (8, W(t))dt

- J;u(t, W (t))dt + Au(t, W (t))dW + %A“‘u(t, W(t))dt
= du(t, W(t))dW,

which shows that Y (¢) = u(t, W(¢)) solves the equation.

Exercise 4.

Let (X(t),t > 0) be an n-dimensional process with stochastic differential
dX(t) = F(t)dt + G(t)dW (),

where F(t) € R", G(t) € R and W (t) is an m-dimensional Brownian motion. Consider u(z): R” — R

defined as u(z) = |z|> = Z:;l x?. Using the It formula, compute the stochastic differential du(X(t)) and

give its expression in integral form.
Solution

As u,, (z) = 2z; and u, , () = 20,

ij> the Ito formula gives

du(X(t)) = zn: 2X,(t)dX,; + Zn:(GGT)Mdt =2X(H)TdX + ||G||%dt,
i=1 1=1

where ||A| = /trace(ATA) is the Frobenius norm. Then, in integral form we have

u(X(s)) =u(X(r)) + /S(2X(t)TF(t) + |G|%)dt + /S 2X (TG () AW (¢).

T

Exercise 5.

Let (Wy(t),t > 0) and (W,(t),t > 0) be two independent one-dimensional Brownian motions. Without
using the It6 formula, show that
d(W1W2) = WldWQ + WQdWl.

Hint. Consider X () = %(Wl(t) + Wy(t)).

Solution

We verify that X (¢) is a Brownian motion as it is the sum of two N(0,¢/2) independent random variables,
hence X (t) ~ N(0,t). Moreover, using the properties of W; and W, we check that E(X (¢)X (s)) = min{t, s}.
Note that

2 _ W12(t) + W22(t) + Wi (t)Wh(t),

and that for any Brownian motion W (t), we have seen that d(W?) = 2WdW + dt. Consequently,

X(t)

AW AW

AW, W) = d(X?) — — 5
= (W1 + W) (dWy + dWy) — WidW, — WardW,
= WldW2 + WQdWl,




which gives the result.

Exercise 6.

Let B(t) be a one-dimensional standard Gaussian process such that E[B(t)B(s)] = min{s,¢}. Show that
B(t) is a Brownian motion.
Recall. A real-valued stochastic process (X (t),t > 0) is called a one-dimensional Gaussian process if for any
integer n > 1 and any choice of times t; < ... < t,, the random vector (X(¢;), ..., X(t,)) has a multivariate
Gaussian distribution. Moreover, it is called a standard one-dimensional Gaussian process if in addition
E[X(t)] =0 for all t > 0.

Solution
We have to show
(a) B(0) =0 as.,
(b) B(t)— B(s) ~ N(0,t —s) forallt > s >0,
(¢) B(ty) — B(t3) and B(ty) — B(t;) are independent for all t, > t5 >ty > t; > 0.

For (a), note that by hypothesis E(B(0)?) = 0 and hence B(0) = 0 a.s. To show (b), we assume s < t without
loss of generality and note that

E(B(t) — B(s)) = 0,
E((B(t) — B(s))?) = E(B(t)?) + E(B(s)?) —2E(B(t)B(s)) =t + s —2s =t — s.

Since for any Gaussian process the increments are Gaussian random variables (linear transformations of
Gaussians are Gaussians), this ensures (b). For (¢), we note that

E((B(ts) — B(t3))(B(ta) — B(t))) =t2 —t1 —ty +t, = 0.
For Gaussian random variables X, Y,
E(XY)=E(X)E(Y) = X,Yare independent, (6.1)

hence (¢) is verified.
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