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Series 8: almost sure convergence Solutions
Exercise 1

We use the strong law of large numbers, and adapt slightly the result on renewal theory seen in the
lecture.

Exercise 2

Let U,+1 = X,+1/1X,] (it is easy to check that almost surely, X,, # O for every n). The random vari-
ables (U,) are independent and uniformly distributed on the unit disk with center 0. In particular, the
distribution of U,, is the measure 7' 1 21 dxdy. Moreover,

n
X0 = | |10,
k=1

so In(]X,|) can be written as a sum of independend and identically distributed random variables, dis-
tributed as In(|U1|). The result then follows from the law of large numbers, provided In(|U|]) is integrable.
We have:
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Hence, In(|X,|)/n converges almost surely to —1/2 (and in particular, |X,| converges almost surely to 0).

Exercise 3
Let R be the radius of convergence (a priori random) of the series. We will rely on the classical formula

R =lim sup 1X,, |1/

n—+co

Let x € R. Using Borel-Cantelli’s lemma, one can show the following equivalence:

+00
€)) R'<e® as. o ZP[anll/” > e’] < 400,
n=0

We have
P[X,"" > ¢*] = Pllog(1X,]) > nx],

where we let log(0) = —co. As soon as Xj is not almost surely equal to 0, the sum

> Pliog(IX,) > nx]
n=0

diverges if x < 0. Hence, the radius of convergence of the series is at most 1. Let ¢ be the measure on R
defined by

p([x, +00)) = P[log(1Xo]) > x]



(note that the measure y is not a probability measure if P[Xy = 0] > 0.) Let us now assume that x > 0.
We have
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where |u/x] is the integer part of u/x. We have the following alternative: either f0+°0 u du(u) is finite, in
which case the sum in (2) is finite for every x > 0, and the radius of convergence is thus equal to 1 a.s. ;
or the integral is infinite, the sum in (2) is also infinite for every x > 0, and the radius of convergence is
equal to 0 a.s. We obtain the announced result since

—+00
fo u dua(u) = Ellog(XoD Lxs]-

Exercise 4
Let
A={j:m< j<nand|S, > 2a},

and A be the event A # (. On this event, we define J = min A, and let / = —co on the complement of ‘A.
We have
A and |SJ,n| <a = |Sm,n| = |Sm,J +Sl,n| > a,

so the probability of the event on the left-hand side is smaller than P[|S,,,| > a]. This probability can be
decomposed into

n—1

3) D PLJ = jand Sl < al.

Jj=m

The events J = jand | ;,| < a are independent, so the sum in (3) is equal to

n—1 n—1
D P = JIPUS jul <al> ) PJ = jI min PlSi,| <al
= = m<k<n

Finally, Z?;L P[J = j] = P[A # 0] = P[maX,,<<u |S m,jl > 2al, and we obtain the desired inequality.
For the second part, we will show that almost surely, S, is a Cauchy sequence. Let &, > 0. Using
convergence in probability, one can check that there exists m such that for any n, p > m :

“4) P[IS .l > €] < 6.

Using the inequality proved in the first part, we obtain that for every n > m :

P[max [S,, ;| > 2&](1 = 6) < P[max |§,,;| >2e] min P[|Si,|l <&] < PS> €] <.
m<j<n m<j<n m<k<n

We have shown that for every n > m :
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As a consequence,
0
P[3n : rjr;%( IS 1o, < 28] > 1 T35
for every 9, so in fact the event on the left-hand side (let us write it C;), is of probability 1.
The event “the sequence S, is Cauchy” can be written

()¢
&0

Clearly, one can restrict the above intersection to rational values of & without changing the set. It is then
a countable intersection of sets of measure 1, so it is itself of measure 1, and this finishes the proof.



