MATH-414 — Stochastic simulation
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(Crude) Monte Carlo estimator
Standard setting:
» Z: output of a stochastic model, with 02 := Var [Z] < o0; exact
distribution not known, but Z can be simulated exactly.

» Typically, Z = ¢(Uy, Ua, ..., Ug) with (Uy,..., Uqg) n U(0,1)

» Goal: estimate u = E[Z] = f[o 1 é(uy, ..., un)duy ... dug

Crude Monte Carlo (CMC) estimator:

N
1 ; i
v = N z0, with zW,. zME 7
i=1

» Mean Squared Error:
Var [Z]

MSE(fn) = E [(An — p)?] = Var [an] = N

> Asymptotic confidence interval:
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Variance Reduction Techniques
The error of the CMC estimator is proportional to /Var [Z].

Variance Reduction Techniques aim at reducing this multiplicative

constant. How can this be done?

Idea:

» Find another random variable Z such that
E[Z] =E[Z]=p and Var[Z] < Var[Z]
» Then apply CMC on Z:

1
N i

700 with 2O, . ZMEZ

M=

fivr =
1

Var[Z] < Var[Z]
N N

so that  MSE(fivgr) =

Variance reduction techniques act on the multiplicative constant, not on

1
the MC rate TN I
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Antithetic variables
We call Z, an antithetic variable of Z if
» Z,~ Z (i.e. Z and Z, have the same distribution
» Cov(Z,Z;) <0 (Z and Z, are negatively correlated)
Then we can build the following estimator (assuming N even)
> Generate N/2 iid pairs (Z(),Z$)) ~ (Z,2,), i=1,...,N/2
> Define Z() = i()

> MAV—,\,/QZN/2 )= LS N2z 4 Z{D)

Variance of the estimator:
N/2 1
0 ( | — =
Var [fiav] = -5 ZVar [Z ] = S Var[Z + Z,]

_ W (Var [Z] + Var [Z,] +2Cov(Z, Z,))

Var [Z] + Cov(Z, Z,) .
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Antithetic variables
How do we construct in practice Z,7
Suppose that Z = ¢(Us, ..., Ug) with Uy, ..., Uy i U([0,1]). Then

Zo=¢(1—Us,..., 1= Uy~ Z

More generally, suppose that Z = ¢(X1, ..., Xy) with
» Xi,..., Xy independent random variables
> 2E [Xi] — Xi ~ X; (i.e. Xi's law is symmetric around the mean)

Then
Z,=¢2E[X1] — X1,...,2E[X4] — Xg) ~ Z

When is Cov(Z, Z,) < 07

Proposition. (Sufficient condition) /f

» Xi,...,Xq are independent r.vs and 2E [X;] — X; ~ X;, Vi

» ¢ is a monotonic in each of its arguments
Then Z = ¢(X1, e ,Xd) and Za = ¢(2E [Xl] — Xl, ey 2E [Xd] — Xd)
satisfy
E[Z] =E[Z] and ColZ.Z,)<O0. EPFL @



Proof in 1D

Let f be the pdf of X and 9(X) = ¢(2E[X] — X). Observe that if ¢ is
non-decresing, then v is non-increasing and vice-versa.

Denote, moreover, ¢(X) = ¢(X) — E[4(X)] and similarly for ¢
Cou(Z,Z,) = E [60)7(X)] / BT (x)x
=5 ][ (669 = 8000) ~ B GOy )y
1
=5 /[ 609 = 6N@) ~ oGOy )y

Assume ¢ non-decreasing (hence 1 non-increasing). Then

Col(Z, Z,) / / i (x) — () F(x)F () dxcly

i 2//X<y ¢(x) = o(y))(¥(x) — P(y))f(x)f(y)dxdy <0




Antithetic variables — algorithm

Algorithm: Antithetic variables.
1 Generate N/2 iid replicas XM XV of X;
2 For each X() compute Z() = (X)) and Z{? = 4(2E [X] — X1);
3 Compute fiay = NZN/2( —|—Z())
N/2 (z< +zZ0 .

2

4 Estimate 6 O'Av = N/2 T2 it — [iav

5 Output fiav and a (asymptotic) 1 — « confidence interval

A ~
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e [ + Clog/p——
NJ2 Hav 1-a/2 NJ2

~

lo,n = [ﬂAv —Cl—a)2
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Example 1 — option pricing
» S;: value of an asset at time t, modeled by
dSt:rSt dt+0'5t th, te (0, T]
> ¢ : R — R: option's payoff (increasing function)
> Goal: estimate option price 4 = E [e™"T(57)]
The log-price X: = log(S:/So) satisfies
dX; = (r — 6%/2)dt + o dW;, X, =0.
Hence

Xt = (r—02/2)T+UWT ~ N((r— 02/2)T,02T)

Defining Z = e~"T4)(S7) = e~ "T4p(SpeX™) = (X7) we have
» X7 has a normal distribution (symmetric around the mean)
» 1 is increasing (composition of increasing functions)
The antithetic variables estimator
N/2

MAV—NZ( +¢)((2r—g)T X))) X-(,—i)EXT
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will therefore lead to variance reduction.



Example 2 — random walk
Consider a random walk on the integers:
Yn+1 =Y, + Xn+1a Yo=0
Goal: for some s € N, estimate

MZP(YNZS):E[Z], with Z:IL{YNZS}

How to construct an antithetic variable estimator?

We have  Z =1l{y,>5 = ]l{zznv:1 Xozs) = P(Xi,..., Xn)
Moreover,

» X; is symmetric around its mean E[X; = 0]

» ¢ is non-decreasing in each argument
Hence, Z, = ¢(—Xi,...,—Xp) is negatively correlated with Z
MC estimator with antithetic variables: .

» generate N/2 iid paths Y,SQl = Y,S') + X,(,') and corresponding

antithetic paths \N/(i) = \N/,Si) — X,(,i),

n+1 —
> build estimator fiay = & M1, 1 o0s,,)-

uild estimator fiay = & > ( (YOssy T {YA(,)ES}) —— @

Exercise: what if P(X; =1) = a, P(X; = —1) =1 — a with a # 17
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