Regression Methods: Problems MATH-408
Anthony Davison

Solution 1
(a) The F} g critical value for a test at level 5% is 5.32.

Forward selection At each step we consider adding the variable that most reduces RSS.
o Initial model : y = By + €
o Step 1: y= Lo+ faxy+e, F=(2715.8—-883.9)/1+47.9/(13 —5) = 305.95 > 5.32.
o Step 2: y= By + faxy+ P11 + €, FF=135.13 > 5.32.
o Step 3: y = o + Baxs + Brx1 + Poxo + €, FF = 4.47 < 5.32.
Final model : y = By + Bsx4 + Br21 + €.
Backward selection For each step, we consider removing the variable inducing the lowest
RSS increase.
o Initial model : y = By + G121 + Boxo + P33 + [Baxs + €

o Step 1: y = Po+ 121+ Paxa+ Paxy+e€, F = (48 —47.9/1 +47.9/(13 — 5) = 0.0167 <
5.32.

o Step 2 Yy = 60 —+ 61371 —+ 62.1’2 -+ €, F =1.65 < 5.32.
o Step 3: y =P+ foxs + €, F =141.70 > 5.32.
Final model : y = By + Boxa + B121 + €.

(b) i) Mallows C,, is similar to AIC: the model with lowest C, is preferred. To compute the
missing C,,, we need to know s?, which can be found using any known C,, or

82 _ Hefu11”2 _ RSSqu . 47.9

= =5.99.
n—op 13-5 8

The completed table is:

Model RSS C, | Model RSS C, | Model RSS C,

———— 27158 44258 | 12—~ 57.9 2671123~ 481 3.03
1-3- 12271 19794 |12-4 480 3.02

1-—— 12657 20239 |1--4 74.8 549 | 1-34 50.8 3.48

-2-— 906.3 14237 |-23- 4154 6238 |-234 738 7.325

-—3- 19394 31490 |-2-4 8689 138.12

—-——4 8839 13862 |—--34 1757 2234|1234 479 5

ii) Forward selection leads to y = [ + Xcq1,243 Bii, Whereas backward selection gives

y = Bo+ By + Paxa 4+ €. The latter has the lowest (), so can be regarded as best overall.

Solution 2

(a) The log-likelihood function is easily derived from the normal density function, and we ignore
the additive constants —nlog(2m)/2.

¢(8,0?) is maximised with respect to 8 by minimising the sum of squares, and we saw in the
week 1 lectures that (under the conditions given) that the given formula for 5 is the least



(b)

squares (and therefore the maximum likelihood) estimate. This does not depend on o2, so
it is the overall MLE for /3, and

0B, 0% = -1 {nlog0'2 +(y—XB)"(y — XB)/02} :

differentiation of which leads to the given formula for o2 (note that this gives a maximum of
the log-likelihood). Moreover y — X 3 = (I,, — H)y, giving the other formulae for 5. Finally,

AIC = —Z{E(B, 62— (p+1)} =nlogs® +n+2p+2=nlogs®+ 2p = nlog RSS, + 2p,
as required.

We can add any constant we like to AIC and leave the results unchanged, so consider

~2 ~2 22\ a2 % — G RSS,
AIC—nlogaoznlog{l—l—(a —00)/00}+2p%nT+2p— L +2p—n,
70 &

with the approximation valid when (52 — G2)/52 is not too large. As the last expression is

(), minimising either this or AIC will tend to give the same model.

Solution 3

()

(c)

This is just (twice) the difference in log-likelihood functions, and as
QZlogg(YfL) = —nlogo® — Z - p)?
i=1 =1
we easily obtain the first expression. To take the inner expectation we note that
E (Y =)y =0 B — )% =0 + (3 — wy)*,
and substituting these into the first expression gives the second one.

In this case [§ ~ /\/ {B ,02(XTX)™1} is independent of the residual sum of squares S?, and
ne? = (n—1)8% 2 o2y2_ _,- Hence i — i = X (B — B) is independent of 52, and

Sy — 1) = (= @) (i — 1) = (B — B XTX(B — B)o™

Jj=1

owing to the general result that 1 ~ , then — - — ~ . e
ing to the general result that if Z ~ N,(v,Q) then (Z —)"Q"(Z — ) ~ x;. Th

expectation is
o2
5+ w logo? — 1}] ,

n

Z{loga + =

and this reduces to
nE,(log5*) + no’E,(1/6%) + E,{(fi — u)" (i — p) }E,(1/6%) — nlogo® — n,

using the independence of /i and o?. Now

18 =B, [ = e B - ) = o

where V,, has the x?2 distribution, and this yields the given expression.

Additive constants not depending on p can be ignored. and dropping such terms yields the
final expression.

This also just uses some Taylor series expansions for small p/n.



