
Regression Methods: Problems MATH-408
Anthony Davison

Problem 1 Independent data y1, . . . , yn are assumed to follow a binary logistic model in which
yj takes value 1 with probability πj = exp(xT

j β)/{1 + exp(xT
j β)} and value 0 otherwise.

(a) Show that the deviance for a model with fitted probabilities π̂j can be written as

D = −2

yTXβ̂ +
n∑

j=1
log(1 − π̂j)


and that the likelihood equation is XTy = XTπ̂. Deduce that the deviance is a function of
the π̂j alone. Comment on the implications for using D to measure goodness of fit.

(b) If π1 = · · · = πn, show that Pearson’s statistic equals n. Comment.

Problem 2 Data y1, . . . , yn are a realisation of independent Bernoulli variables with

P(Yj = 1) = 1 − P(Yj = 0) = 1
1 + exp(−xT

j β) , j = 1, . . . , n,

where x1, . . . , xn are known p × 1 vectors of constants and β ∈ Rp is to be estimated.

(a) Find the log likelihood ℓ(β) and show that it is never positive.

(b) If there exists a vector γ such that xT
j γ > 0 when yj = 1 and xT

j γ < 0 when yj = 0, then
show by considering ℓ(tγ), where t is scalar, that the maximum likelihood estimate has at
least one component that equals ±∞. What is then the value of the log likelihood?

(c) The panels below show binary responses y = 1/0 (solid black/circle) for data with n = 50 and
p = 2. For each panel say whether you expect to have difficulties with likelihood estimation,
and explain what you would expect when fitting a model.
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