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Problem 1 (Smoking data) Consider the data on lung cancer deaths in British male physicians
shown in the lectures. Suppose the number of deaths y in a cell of the table is a Poisson variable
with mean Tλ(d, t), where T is man-years at risk, d is number of cigarettes smoked daily and t is
time smoking (years), and that we use the standard epidemiological model

λ(d, t) = β0t
β1

(
1 + β2d

β3

)
,

where the background rate of lung cancer is β0t
β1 for non-smokers and the additional risk due to

smoking d cigarettes/day is β2d
β3; note that the latter is zero if d = 0. We anticipate that all the

parameters βr will be positive.

(a) With xj = (Tj, dj, tj), check that we can write

yj
ind
∼ Poiss{ηj(β)},

ηj(β) = Tjβ0t
β1

j

(
1 + β2d

β3

j

)
, j = 1, . . . , n.

In this case n = 63, corresponding to the 9 × 7 cells of the data table.

(b) Give the log-likelihood function of this model, and hence compute the elements of the ma-
trices used in the iterative weighted least squares algorithm.

Problem 2 The deviance and Pearson residuals are defined as

dj = sign(η̃j − η̂j)[2{ℓj(η̃j ; φ) − ℓj(η̂j ; φ)}]1/2, j = 1, . . . , n,

with
∑

d2

j = D the deviance, and

Pj = uj(β̂)/
√

wj(β̂), j = 1, . . . , n.

These quantities are usually standardized to

rDj
=

dj

(1 − hjj)1/2
, rP j =

uj(β̂)

{wj(β̂)(1 − hjj)}1/2
, j = 1, . . . , n.

Prove that rDj
and rP j both reduce to the usual standardized residual in the case of a normal

linear model, and compute r∗

j .

Problem 3 Show that the gamma density

f(y; µ, ν) =
1

Γ(ν)
yν−1

(
ν

µ

)ν

exp

(
−

νy

µ

)
, y > 0, ν, µ > 0,

can be written as a GLM density and give its mean and variance and canonical link functions.
Compare the latter with the link function η = log µ.

Problem 4 If X is Poisson with mean exp(xTβ) and the binary variable Y indicates the event
X > 0, find the link function between E(Y ) and η = xTβ.


