Regression Methods: Problems MATH-408
Anthony Davison

Problem 1 (Automatic model selection) We consider the dataset on cement properties used in
the lectures. The residual sum of squares (RSS) and Mallows C), for the models with intercept

are:

Model RSS C, | Model RSS C, | Model RSS C,
———— 27158 44258 |12~ 27.9 123 481

1-3- 12271 19794 |12-4 48.0
1-—— 12657 20239 |1--4 74.8 549 |1-34 508
-2-—  906.3 -23- 4154 6238 |-234 738 7.325
~-3- 19394 31490 | -2-4 8689 138.12
———4 8839 13862 |--34 1757 2234|1234 479 5

(a) Use forward selection and backward elimination based on F' statistics with significance level

5% to choose variables.

(b) Another selection criterion is Mallows C,, i.e.,

_RSS,

52

Cp

+2p—n7

where RSS, is the residual sum of squares for a model with p covariates and s? is the variance
estimate for the full model.

(i) How do we use this criterion? Compute the values of C), missing from the table above.

(ii) What models are selected with C,, using forward selection and backward elimination?
What is the overall best model?

Problem 2 (AIC and C,)

(a) Show that the log-likelihood for the model y ~ N, (X8, 0%1,), where n > p and X is of

rank p, is
((B,0%) = —% {nlog02 +(y—XpP)"(y — Xﬁ)/az}, BERP,0*>0,

where = means that additive constants have been ignored, deduce that the maximum likeli-
hood estimates are

B=(X"X)"'X"y, & =(y—XB)(y—XP)/n =y (I, — H)y/n = RSS,/n,

say, and hence verify that
AIC = nlogd? + 2p.

If 52 is the unbiased estimate RSS,/(n—¢) under some fixed correct model with g covariates,
show that minimising AIC is equivalent to minimising nlog{1 + (2 — 53)/55} + 2p, and
that this last expression is roughly equal to n(5?/62 — 1) 4+ 2p. Deduce that model selection
using C, approximates that using AIC.



Problem 3 (AIC, for the linear model) Consider data generated by a true model g under which

the responses Y; £y N (uj,0?), let E,4(-) denote expectation with respect to this model, and sup-
pose we choose a candidate model f(y;6) to minimize the loss when predicting a new sample

v % N(p;,02) independent of the old one,

n (Y+)
o (B )

here E;r denotes expectation over Y;", ..., Y.F and 6 is the maximum likelihood estimator of
0 = (U, ..., Hn,0%) based on Y7, ..., Y,.

(a) Show that the sum in the expectation above may be written

n

Yt —1.)? Vit — )2
2{10g52+( i 621“]) _logO_Q_( i 21“.7) }’

i=1 g

and deduce that the inner expectation equals

n

Z{loga + = +M logch—l}.
a2

J=1

(b) Suppose that a candidate linear model with full-rank n x p design matrix X is correct, that
is, u = X3 for some ﬁpxl Deduce that in this case 3 (p; — fi;)* = (A — p)" (1L — p) ~ o*x;
independent of ng* ~ oy?_ »» and use the facts that for v > 2 the expected values of a X2
variable and of its reciprocal are v and (v — 2)~! to show that the loss above is

n? np

nk, (log 62) + —nlogo? —n,

n—p—2+n—p—2

or equivalently,
n(n +p)

nk, (log&Q) + P—

(c) Show that this loss is estimated unbiasedly by

1+ p/n
1—(p+2)/n’

and that AIC, = nlog5?+n+2(p+1)+O(p*/n), so for large n and fixed p minimising AIC,
will select the same model as minimising AIC = n log %+ 2p, but that when p is comparable
with n, AIC, penalizes model dimension more severely.

AIC, =nlogd? +n



