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I made this document for my own use, but I thought that typed notes might be of interest to others.
There are mistakes, it is impossible not to make any. If you find some, please feel free to share them with
me (grammatical and vocabulary errors are of course also welcome). You can contact me at the following
e-mail address:

joachim.favre@epfl.ch

If you did not get this document through my GitHub repository, then you may be interested by the fact
that I have one on which I put those typed notes and their INTEX code. Here is the link (make sure to
read the README to understand how to download the files you're interested in):

https://github.com/JoachimFavre/EPFLNotesIN

Please note that the content does not belong to me. I have made some structural changes, reworded some
parts, and added some personal notes; but the wording and explanations come mainly from the Professor,
and from the book on which they based their course.

I think it is worth mentioning that in order to get these notes typed up, I took my notes in IKTEX during
the course, and then made some corrections. I do not think typing handwritten notes is doable in terms
of the amount of work. To take notes in IWTEX, I took my inspiration from the following link, written
by Gilles Castel. If you want more details, feel free to contact me at my e-mail address, mentioned
hereinabove.

https://castel.dev/post/lecture-notes-1/

I would also like to specify that the words “trivial” and “simple” do not have, in this course, the definition
you find in a dictionary. We are at EPFL, nothing we do is trivial. Something trivial is something that
a random person in the street would be able to do. In our context, understand these words more as
“simpler than the rest”. Also, it is okay if you take a while to understand something that is said to be
trivial (especially as I love using this word everywhere hihi).

Since you are reading this, I will give you a little advice. Sleep is a much more powerful tool than you
may imagine, so do not neglect a good night of sleep in favour of studying (especially the night before an
exam). I wish you to have fun during your exams.
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To Gilles Castel, whose work has
inspired me this note taking method.

Rest in peace, nobody
deserves to go so younyg.
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Chapter 1

Summary by lecture

Lecture 1 : Pretty colours — Monday 25" September 2023 p. 15

e Explanation of the simple induction principle, the well ordering principle and the strong induction
principle; and proof that they are equivalent.

e Definition of divisibility, prime and composite numbers.

e Proof of the Euclidean division theorem.

e Definition of greatest common divisor.

e Proof of the Euclidean algorithm, and of Bézout’s construction.
e Definition of Euler’s totient function.

Lecture 2 : AICC 2 — Monday 2"¢ October 2023 p. 21

Explanation of the RSA cryptosystem.

Definition of groups and order.

Definition of subgroups.

Definition of left cosets, and of index.

Proof of Lagrange’s theorem, and some corollaries.

Lecture 3 : Homeomorphisms are better though — Monday 9*" October 2023 —________ p. 26

e Definition of homomorphisms, and proof of some of their properties.

e Definition of automorphism.

e Definition of generators and cyclic groups.

e Definition of relation.

e Definition of the presentation in generators and relations of a group.

e Proof of the characterisation of a homomorphism by the presentation in generators and relations of a
group.

Lecture 4 : Defining normality mathematically — Monday 16" October 2023 —______ p. 30

Definition of normal subgroup.
e Definition of the kernel of a homomorphism, and proof that it is a normal subgroup.

Definition of image of a homomorphism, and proof that it is a subgroup.

(Very) quick introduction to elliptic curves.
e Definition of the group of rigid symmetries of a flat regular n-gon, and proof of its representation in
generators and relations.

e Definition of quotient groups, and proof that they make sense for normal subgroups.
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Lecture 5 : Proof by staring — Monday 23"¢ October 2023 p. 35

e Definition of the symmetric group.
e Definition of orbits, and proof that they are either disjoint or equal.
e Explanation that the cycle decomposition of a permutation is unique, except for the order of factors.

e Explanation of how to compute the product of two permutations, and proof of a quick method to
compute the special case of a conjugation.

e Proof that the symmetric group is generated by the transpositions.

Lecture 6 : Enlarge your orbit — Monday 30" October 2023 p. 40

e Proof of the sign invariance of a permutation.

e Definition of the alternating group.

e Definition of a group acting on itself by permutation.
e Definition of the orbit and the conjugacy class.

e Definition of the stabiliser and the centraliser.

e Proof of the orbit-stabiliser theorem.

e Definition of the center of a group.

e Proof of the class equation of a group.

Lecture 7 : A complete description of abelian group (®) Monday 6" November 2023 - p. 46

Definition of direct products.

Proof of the elementary divisors characterisation of abelian groups.

Explanation of the invariant factors characterisation of abelian groups.

e Explanation of algorithms to find the elementary divisors and invariant factors characterisation of
abelian groups.

Lecture 8 : Gollum’s favourite subject — Monday 13" November 2023 p. 53

e Definition of commutative ring.

Definition of zero divisor, and proof that multiplicative inverses are not divisors.

Definition of fields and integral domains, and proof that the first one implies the second one.
e Definition of ideal.

Proof of a proposition allowing to generate more ideals from known ideals.

Lecture 9 : Prof. de Lataillade Monday 20*" November 2023 p. 59

Definition of principal ideal.

Definition of congruence relation.

Proof that ideals generate congruence relations and inversely.
e Definition of principal ideal domains.

Definition of ring homomorphism.

Definition of the characteristic of a ring.

Lecture 10 : Generalising Euclidean division — Monday 27" November 2023 —______ p. 66

e Proof of the Chinese remainder theorem.
e Proof of the CRT for integers, and examples on how to use it.
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e Definition of polynomial rings, and proof of some properties.
e Definition of Euclidean domain, and proof of some properties.

Lecture 11 : Polynomials don’t appear so strong yet — Monday 4" December 2023 —_ p. 73

Definition of lem and ged.

Proof of the CRT for an arbitrary number of factors.

Explanation on how to use the CRT to solve a system of congruences of polynomials.

Definition of irreducible elements and maximal ideals.

Lecture 12 : And now they do — Monday 11" December 2023 p. 80

e Proof that an ideal is maximal if and only if its quotient ring is a field.
e Proof of theorems allowing to know when a polynomial is irreducible.
e Proof of theorems doing a classification of the finite fields.

13



Algebra CHAPTER 1. SUMMARY BY LECTURE

14



Chapter 2

Integers

2.1 Axioms

Definition: Nat-
ural numbers

Axiom: Induc-
tion principle

Axiom: Well or-
dering principle

Axiom: Strong
induction prin-
ciple

Theorem: Equi-
valence

Monday 25" September 2023 — Lecture 1 : Pretty colours

of natural numbers

The set of natural numbers is the set of non-negative numbers:

Remark

N=1{0,1,2,...}

When we want to exclude the zero, we can write:

Z+ :{172,}

Let SCNbeaset suchthat 0 e Sandne S =— n+1¢€S.

Then, S = N.

Let S C N be non-empty.
Then, S has a least element.

Let S C N be a set such that 0 € S and {0,...,n} CS = n+1€S.

Then, S = N.

We have the following implications:

induction = strong induction = well ordering = induction

In other words, all three axioms are equivalent. We can take any of the propositions
as an axiom, and the other two will come from that.

Proof 1

Proof 2

We want to show that the induction principle implies the strong
induction principle. In other words, we suppose the induction
principle holds and we want to prove the strong induction principle.
Let S C N be an arbitrary set such that 0 € S and {0,...,n} C
S = n+1€S. Also, let P(n) be the proposition {0,...,n} C S.
We know that P(0) is true since 0 € S.

Now, let’s assume that P(k) is true. This means that {0,...,k} C S.
By our supposition on S, this implies that k + 1 € S. Putting both
together, we get that {0,...,k+ 1} C S and thus that P(k+1)
is true. However, we have proven that P(k) = P(k+ 1). This
implies by regular induction that P(n) is true for all n € N, and
thus that strong induction indeed holds.

The proof that the strong induction principle implies the well order-
ing principle will be done in the first exercise series.

15
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Definition: Divi-
sion

Definition:
Prime number

Theorem

Theorem

Theorem
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Proof 3 We want to show that the well ordering principle implies the induc-
tion principle.
Let S C N be an arbitrary set such that 0 € S and n € § =
n+1e€S;andlet " =N\S.
We suppose for contradiction that S’ # ¢. By the well ordering
principle, this implies that there exists a least element k € S”.
We know that 0 ¢ S’ because 0 € S by hypothesis. This means that
m==%k—1€&N. We know m ¢ S’ since k was the least element;
and thus m € S. Moreover, we know that me€ S — m+1¢€ S
and thus k € S. We have shown that k € S and k € S’ even though
SNS’" = @. This is our contradiction, showing that S’ = ¢ and thus
S = N. We have thus indeed shown the induction principle.

O

Remark This last proof uses a structure named “the minimal criminal”. We
pick an element which should be minimal with a certain property,
but we construct a smaller one with the same property.

Let a,b € Z, such that a # 0. We define that a divides b, written a | b or b € aZ
(or b = aZ (though this notation is awful)), when 3¢ € Z such that:

b=ac
Let n € Zy ={1,2,...}.

If p > 1 and its only divisors are 1 and p, then it is said to be a prime. Otherwise,
it is said to be a composite.

Any natural number n > 1 has a prime divisor.

Proof Let S C N;,>2 be the set of numbers strictly greater than 1 which
have no prime divisor.

Let’s suppose for contradiction that S # ¢. Then, there exists a
least element k € S. We notice that k cannot be a prime since,
otherwise, k | k would be a prime divisor. Since k is composite, we
can write k = ab for 1 < a,b < k. Since a < k and k was the least
element, we know that a € S. Thus, a must have a prime divisor p,
meaning that we can write a = pt for some ¢ € N. This yields that:

k = ab = ptb

However, this means that k& has a prime divisor p, which is our
contradiction. This implies that S = @, which concludes our proof.

|
Any integer n > 1 is a product of primes.
Proof The proof is left as an exercise to the reader, since it is very similar
to the previous one.
Let n € N be such that n > 1.
The prime factorisation of n is unique.
Proof Let n be the smallest number be the smallest integer greater than 1

with two different factorisations:
nN=pi - Pk=4q1" " Qdm

For all (7,7), we have p; # g; since, otherwise, we could simplify
it on both side and get another smaller integer n with the same
property.




2.2. BASIC PROPERTIES OF INTEGER ARITHMETIC Notes by Joachim Favre

Let’s suppose without loss of generality that g1 > p; and let:
t=(q1—p1)g2qm >0

Then:
=n
——
t=q1qm—P1G2°" " qm
=N —Ppig2" " Gm
=P1 Pk —P192 " dm
:pl(pQ"'pk_QQ"'Qm)

However, this implies that p; | . Thus, this implies that ¢ > p; > 1.
Now, we saw that t = (¢1 — p1)g2- - ¢m and p1 # g; for all j, so
p1 | t implies that p; must necessarily divide (¢1 — p1). In other
words, there exists a s € N such that:

Gn—p1=sp1 <= q=(s+t1p < pila
This is our contradiction, a prime cannot divide a different prime.

O

2.2 Basic properties of integer arithmetic

Theorem: Euc- Let n € Z and d € Z. There exists two integers ¢,r € Z such that n = qd + r and
lidean division 0 < r < d. Moreover, these q,r are unique.

The ¢ is named the quotient, and the r is named the remainder.

Proof of exist-

ence

Proof of uni-
city

Let neZ and d € Z,..
We consider the following set:

S ={n—kdlk € Z} NN = {n — kd|k € Z such that n > kd} C N

Intuitively, this represents the set of non-negative numbers with the
same rest modulo d as n.

We know that S # ¢. Indeed, if n > 0, we can pick k£ = 0 to get
n € S. Otherwise, if n < 0, we can take k = |n| + 1, which is such
that kd > |n| and thus n + kd € S.

By the well-ordering principle, this means that there exists a smallest
element r € S, i.e.:

’r:’l’L—k/’d < n:kd+T
Now, let’s suppose for contradiction that r» > d. This means that:
n—(k+l)d=n—-kd—d=r—-d>0
However, this is a contradiction since r was the least element in .5,
and we constructed a new one smaller. We have thus indeed shown
the existence of r, k such that n = kd +r and 0 < r < d.
Let’s suppose for contradiction that we can write:

n=r1+qd="r2+qgd

If g1 = g2, then necessarily we have r1 = ry and they are not unique.
Thus, let’s suppose without loss of generality that ¢; > go. This

17
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Definition: GCD

Theorem: Euc-
lidean algorithm

Corollary 1
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Remark

Let a,b € Z.

CHAPTER 2. INTEGERS

implies that:
ro= (@ —q)d+ rn >d
>0 >0

However, this is a contradiction to the definition of 75, which should
be such that 0 < ry < d.

O

The integers (g, r) can be found by doing an integer long division
(division en colonne in French).

Their greatest common divisor, written ged(a, b), is the greatest positive integer
¢ such that ¢ | a and ¢ | b.

Let n,g € Z and d € Z4 such that n =dg+r and 0 <r < d.
Then, ged(n, d) = ged(d, 7).

Proof

FEuclidean al-

gorithm

Ezxample

Let ¢; be an arbitrary divisor of both n and d. Since n = qd + r,
this means that c¢; also divides r = n — qd.

Let ¢; be an arbitrary divisor of both d and r. Since n = gd + r,
this means that ¢y also divides n.

However, this implies that the set of common divisors of both n and
d is the same as the set of common divisors of d and r. This indeed
yields that:

ged(n,d) = ged(d, r)

This lemma is a proof that the Euclidean algorithm works.

Let dy = ¢1d2 + d3. We know that ged(dy, d2) = ged(da, ds). Thus,
we can divide d; by dy to get ds, then divide dy by d3, and so on
until we get di = 0. We then know that:

ng(dl, d2) = dk—l

This always terminate since the sequence of the d; is strictly de-
creasing.

Let us consider:
ged (492, 126)

We make the following divisions, computed using long division:

192 = 126-3+114, 126 = 114-1+12, 114 = 12-9+6, = 6240

Since we got a rest of 0 at the end, it yields that the GCD was the
rest of the division right before, 6:

ged(492,126) =6

Let a,b € Z. Then, there exists x,y € Z such that:

Proof

ged(a,b) = az + by

This can be proven by using an algorithm. The idea is to first use
the Euclidean algorithm, and then rewind back to our numbers.
Let’s make a proof by example. In the previous example, we found
that:

ged(492,126) =6
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Corollary 2

Definition: Rel-
atively prime

Bézout’s the-
orem

Definition:
Euler’s totient
function

The intermediate steps of the Euclidean algorithm were:
492 = 126-34+114, 126 =114-1+12, 114 = 12:946, =6-240
We start with the second-to-last equality:

ged(492,126) =6=114—12-9

We then use the third-to-last equality to see that 12 =126 — 114 -1,
S0:
6=114—(126—-114-1)-9=114-10—-126-9

Finally, the first equality yields that 114 = 492 — 126 - 3, and thus:
6=(492—-3-126)-10—126-9 =492-10 — 126 - 39
To sum up, we found that:

6 = ged(492,126) = 492 - 10 — 126 - 39

This is the end of our algorithm.

Let a,b € Z4 and d = ged(a, b).
The equation az + by = ¢ € Z has a solution z,y € Z if and only if ¢ € dZ (meaning
d|c).

Proof = Let c € Z and z,y € Z be solutions to ax + by = c.

We notice that, by definition of the greatest common divisor, d | a
and d | a. In particular, this means that d | az + by, and thus this
necessarily means that d | c.

Proof <« Let ¢ = kd for some k € Z.
By our first corollary, we know we can find x,y € Z such that:

ax + by = ged(a,b) = d
Multiplying both sides by k, this implies that:
akr 4+ bky = kd < ax 4+ by =c

for x = kx and y = ky.
We have indeed found a solution to ax + by = c.

Let a,be Z,.
We say that they are relatively prime if:

ged(a,b) =1

Let a,be Z,.
They are relatively prime if and only if there exists x,y € Z such that:

ar+by =1

‘ Proof This is a special case of the second corollary.

Let n € Z+.
We define p(n) to be the number of positive integers k, such that 1 < k < n and:

ged(n, k) =1

19
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Property

Property

Property
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Ezample For instance, since 1 is only coprime with 1:
p(1) =1

Also, since 3 is coprime with both 1 and 2:

p(3) =2
Let p be a prime number. Then:
ep)=p—1
Proof Any of the p — 1 numbers strictly smaller than p is coprime with p,

so this gives our result.
|
Let p and ¢ be different prime numbers. Then:

e(pg) = (p—1)(¢—1)

Proof There are pg numbers from 1 to pq. p of them are divisible by ¢
and ¢ of them are divisble by p. We finally need to be careful by
not double counting that pq is divisible by both p and ¢. Thus:

opg) =pg—p—q+1=@m-1)(¢-1)

O
Let m,n such that ged(m,n) = 1.
Then:
p(nm) = p(n)p(m)
‘ Proof The proof will be done later, using ring theory.
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Chapter 3

Groups

RSA

Groups are very useful for the RSA cryptosystem. The algorithm goes as follows:

1. We choose two large distinct primes p, q.
2. Let m = pq. We notice that we can easily compute ¢(m) = (p —1)(¢ — 1).
3. We choose some e < m — 1 such that ged(e, p(m)) = 1.
4. We use the Euclidean algorithm to find a d < m — 1 such that ed — ko(m) =1
for some k € Z.
5. We finally publish the encoding key (m,e) and keep secret the decoding key
(m,d).
Let’s say that Bob wants to send a secret message to Alice. The message is a number
z such that 0 <z <m — 1.
Alice previously published the encoding key (m, e) and kept the decoding key (m, d).
Bob uses the public key to compute y = x¢ mod m, and sends y publicly to Alice. It
is very hard to inverse this function (this problem is called the Discrete logarithm
problem), so this is secure. Alice can finally recover z = y¢ mod m. Other people
cannot do that since it is very hard to compute d from m, because it is hard to
compute ¢(m) (this comes from the difficulty to compute the prime factorisation of
a number).

To show that this algorithm works, we need to show that:

z““modm =z, Vre{0,1,...,m—1}

This is done by group theory.

3.1 Definitions

Definition:
Group

A group is a non-empty set G together with a binary operation - : G x G — G,
satisfying the following axioms:

e (Associativity) For any a,b,c € G:
(a-b)-c=a-(b-c)

e (Existence of a neutral element) There exists some 1 € G, such that, for any
a € G:

l-a=a-1=a

e (Existence of the inverse) For any a € G, there exists some a~! € G such that:
ata=a-at=1

We write groups G, (G, ) or (G,-,1).

21
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Definition: Or-
der

Definition:
Abelian group

Examples

Definition: In-
tegers modulo n

Definition: Cyc-
lic group of order
n

Remark

Proposition

Observation
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Let (G, ) be a group.

It is said to be finite if |G| < co. In this case, we name |G| to be the order of the
group.

Let (G, ) be a group.

It is said to be Abelian (or commutative) if it also follows the following property,

for any a,b € G:
a-b=b-a

We have the following examples:
1. (R, +,0) is an infinite Abelian group. For any « € R, the inverse in this group
is —z.
2. (Z,+,0) is another infinite Abelian group.

The set of integers modulo n is written Z/nZ. Its elements are equivalence classes
of the equivalence relation of numbers modulo n:

Z/nZ ={[0],...,[n— 1]}

We notice that (Z/nZ,+,,) where +,, is the addition modulo m, is an Abelian
group of order n. The inverse of an element [k] is [n — k.

This is named the cyclic group of order n, written C,,

Ezample For instance, in Z/12Z = {[0], ..., [11]}, we have:
[71+[5] = [12],  [10] + [3] = [1]

All sets are not Abelian. Indeed, let us consider the group G L, (R), which is the set of
real n X n matrices with non-zero determinant with respect to matrix multiplication.

There is indeed a neutral element—the identity matrix—the operation is indeed
associative, and they all have inverses. However, this group is non-abelian since
matrix multiplication is not commutative in general.

Let n € Z* and a € Z.
a has an inverse with respect to the multiplication modulo n if and only if:
ged(a,n) =1

Proof The existence of some x € Z such that ax modn = 1 is equivalent
to the existence of x,y € Z such that ax + ny = 1. However, by
Bézout’s theorem, this is equivalent to:

ged(a,n) =1

O

Let G = (Z/nZ,-,1)" be the group of invertible numbers with respect to the
multiplication mod n. By our proposition, this is of the form:

G={1<uz<n|ged(z,n) =1}
Thus, by definition of ¢(n), this yields that the order of G is:
G| = ¢(n)

We thus see that this is a finite Abelian group of order ¢(n), and with identity [1].



3.2. SUBGROUPS AND COSETS Notes by Joachim Favre

3.2 Subgroups and cosets

Definition: Sub-
group

Proposition

Example 1

Example 2

Definition: Sub-
group generated
by one element

Example

Definition: Or-
der of an element

Let (G,-,1) be a group, and H C G be a subset of G.
H is a subgroup of G if H is such that:

1.1e H
2. For any a,b € H, thena-b e H.
3. Forany a € H, then a™ ! € H.

Let G be a group and H C G be a subgroup.
Then, H is a group.

We noticed that (GL,(R),-) is a group.
Now, we can take H C GL,(R) to be the set of invertible diagonal matrices:

D:{(g g)m,bew}

The identity matrix is indeed in D. Moreover, multiplications and inverses are closed

under D:
al 0 ag 0 _ [a1a2 0
(0 b1>(0 bz)_(o blbg)ED
a 0 =
G5 =6 Y)er

Thus, H is a subgroup of GL,,(R).
We notice that (3Z,+,0) C (Z,+,0) is a subgroup.

Q= O

Let G be a group, and g € G.
The subgroup generated by g is defined as:

(9 ={l.g.¢*. . Ju{stg% ..}
where ¢"t* = ¢* - ¢* is the operation - repeated on i + k g¢’s.

Property (g9) C G is a subgroup by construction.

Remark If g has a finite order k, then we just have:

<g> = {1795927"'791671}

k-1 _ -1

Indeed, we for instance have that g g~ since:

9" lg=g"=1

Let us consider the group G = (Z,+,0), and g = 3 € Z. Then, this generates:

(g) = {0,+3,46,...} = 3Z

Let (G, ) be a group. If there exists some minimal n € N* such that ¢" = 1, then n
is called the order of g.

| Remark This must not be mistaken with the order of the group.
Observation In a finite group, each element has a finite order by the pigeon-hole

principle. If however the group is infinite, some elements might be
such that ¢" # 1 for all n.

23



Algebra

Definition: Left
coset

Properties

Example

24

CHAPTER 3. GROUPS

Let G be a group, H C G be a subgroup and g € G.
The left coset gH (the left coset of g with respect to H) is the set of group elements

of the form:

Remark

gH = {ghlh € H}

This is not necessarily a subgroup, since there might not be the
identity element for instance.

Let G be a finite group, and H C G be a subgroup of G.
We have the following properties:

1. Two left cosets xH and yH are either equal or disjoint:

tH=yH o axHNyH =9

2. Any g € G belongs to a left H-coset.
3. For any = € G, then |zH| = |H|.

Proof 1

Proof 2

Proof 3

Let’s suppose that we have xtH NyH # ¢.

Then, there exist hy, ho € H such that zh; = yho. Since elements
of a group are invertible, we get:

z=yhohi' = yhs
——

€H
This means that any element of xH can be written as:

xh =y hsh = yhy € yH
~—
€H

Since any element zh € xH is such that xh € yH, this yields that
xH C yH. By starting the proof again but using a symmetrical
argument, we can get that yH C xH. Combining both together, we
indeed find *H = yH.

Let g € G. We consider the following coset:
gH:{g:l?ghlvghQa}
However, g =g¢g-1;s0 g € gH.

To show that two sets have the same cardinality, a good way is to
find a bijection f : H — xH. Thus, let:

F(h) = zh

We first notice that f is surjective since we reach any element of
xH by definition of cosets. It is moreover injective since:

xhy = xhy <= z 'zhy = 2 'xhy <= hy = hs

This yields that f is bijective, and thus that |H| = |zH]| for any
z€d.

O

Let us consider the group (Z, +,0) and the subgroup 3Z C Z.
The coset of 0 with respect to 3Z in Z is:

{043k} ey = 37
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The coset of 1 with respect to 3Z in Z is:
{143k}, ={1,-2,4,-5,7,...}

which the set of all numbers which rest after a division by 3 is 1.
We notice that the coset of 10 with respect to 3Z in 7Z is exactly the same coset:

{10 + 3k} = {1, -2,4,-5,7,...}

Definition: Index The number of left H-cosets in G is called the index of H in G, written [G : H].

Lagrange’s the-
orem

Corollary 1

Corollary 2

Let G be a finite group, and H C G be a subgroup.
Then, |H| divides |G|; and:
G|

@:[G:H]

Proof We know that each g € G belongs to a left H-coset and that either
xH =yH or tH NyH = ¢. We can thus write G = U2=1 z; H as a
disjoint union of finitely many left H-cosets.

This allows us to compute its cardinality:

1G] = Y JaeH]

i=1

Now, we now that |z;H| = |H|, so:
T
Gl =) _|H|=rl|H]|
i=1

We indeed get that |H| divides |G|. However, r is the number of
cosets, so this is the index of H in G, yielding:

G|
[G:H]=r= H]
O
Let G be a finite group and g € G.
Then, the order of g divides |G].
Proof Let us consider the subgroup generated by g:

H= <g> = {1793"'791671}

where k is the order of g.

We know that H C G is a subgroup. Thus, by Lagrange’s theorem,
|H| divides |G|. However, |{g)| = k, so we indeed got that the order
of g divides |G|.

]
Let G be a finite group, and g € G.
Then, ¢/¢l = 1.
Proof Let k be the order of g. We know that k divides |G|, so there exists

some integer ¢ such that:
|G| = kt

This yields that:

glGl = (gk)f — 1t =

25
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\ O

Let a,n € Z4 such that ged(a,n) = 1.
Then:
a?™ =1 (modn)
Proof Let G = (Z/nZ,-,1)". We saw that |G| = ¢(n).
We know that if ged(a,n) = 1, then [a] € G. This tells us by our

second corollary that:
[a]”™ = [1]

In other words:
a?™ =1 (modn)

O
Let a € Z4 and p be a prime such that p does not divide a.
Then:
a?~' =1 (modp)
Proof We notice that, by hypothesis, ged(a, p) = 1. So, by Euler’s theorem:
a?® =1 (modp) <= a”~! =1 (modp)
O

Monday 9" October 2023 — Lecture 3 : Homeomorphisms are better though

Proposition:
RSA

Example
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Let p, g be distinct primes, and m = pq. Also, let e € Z be such that ged(e, p(m)) =1
and d, k € Z be such that ed — kp(m) = 1.

Then, for any = € {1,...,m}:
2% = 2 (modm)

Proof We first want to show that 2°¢ = x (modp). To do so, we consider
two cases. If x is divisible by p, then z°¢ = 0 (modp) and = =
0 (modp). If x is not divisible by p then, by Fermat’s theorem:

k(g—1)

Zke(m) _ pk(p=1)(g-1) _ (x@fl)) = 15D =1 (mod p)

— P (M*! = & (mod p)
Thus, in both cases:
2 = 2 (mod p)
We can use a completely symmetrical argument to get that:

2% = z (mod q)

This means that 2°¢ — z is divisible by both p and gq. However, a
number is divisible by two different prime numbers if and only if
it is divisible by the product of those prime numbers. This means
that z¢¢ — x is divisible by pg = m, and thus:

2 = 2 (modm)

O

Let p =3 and ¢ = 11. Then, we have m = pg = 33 and ¢(m) = (p — 1)(¢ — 1) = 20.
Finally, we pick e = 7, since ged(7,20) = 1.
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We compute d by using the extended Euclidean algorithm to notice that:
1=gcd(7,20)=7-3-20

This yields that d = 3. Thus, our encoding key is (m,e) = (33,7) and our decoding
key is (m,d) = (33,3).
Now, let’s suppose that we want to send z = 20. To encode it, we compute:

z¢ modm = 20" mod 33 = 26

which we can get through fast exponentiation.
Then, to decode we do:

y?modm = 26 mod 33 =20 = x

as expected.

3.3 Homomorphisms

Definition:
Group of roots
of unity

Definition: Ho-
momorphism

Trivial homo-
morphism

Proposition

The group of nt® complex roots of unity, written C,,, is:

cﬁ:{62’2“’]@:0,1,...,71—1}:0“

with the regular complex multiplication.

Remark This is named the cyclic group of order n. This is what we named
(Z/nZ,+,0) too, but this makes sense since, in Cj, multiplying
the third root (g2) and the fifth one (gq4) yields the second one
(9294 = q(244) mod 5 = q1); meaning that this is like adding numbers
modulo n. The two groups are thus, in some sense, structurally the
same.

This introduces the following notion.

Let G, H be groups.

A map ¢ : G — H is a group homomorphism if, for any z,y € G:
p(z-y) = o) o(y)

where the first group operation - is done in G, and the second one in H.

Let G, H be groups, of identity 14 and 1, respectively.
We notice that the following is a trivial homomorphism:

plx)=1y, Vred

This shows that there always exists a homomorphism from a group to another one.

Let G, H be groups of identity 1 and 1y, respectively. Moreover, let ¢ : G — H
be a homomorphism.

Then, ¢(1g) =1y and ¢(z7!) = o(z)~" for any z € G.
Proof Let z,y € G. Then, we notice the following important property:
p(@) = p(zyy ") = ey ely) = w(ey™) = p(@)e(y)
Thus, if y = z:
v(la) = p(227") = p()p(z)” =1n
And, if x = 1¢:

(™) =o(lay™) = vla)e) " =1mey) " = o(y)
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Let G, H be groups, and ¢ : G — H be a homomorphism.
If ¢ is invertible, then it is named a isomorphism. G and H are then said to be
isomorphic groups, written G ~ H.

Remark This means that we can find a group homomorphism ¢ : H — G
such that ¢ oy = Idy and ¥ o p = Idg where Idx maps an element
of X to itself.

Let G be a group, and ¢ : G — G be a homomorphism mapping elements from G
to G.

Then, ¢ is named a group automorphism.

Following our intuition from the beginning of this section, we want to show that:
Cpn ~ (Z/nZ,0,+)

where C,, = {l,q, e
We will pick the following isomorphism:

,q"~1} is the group of n'™ root of unity, as usual.

0 q" s [K]
This is indeed a bijection, which respects the group operations:
e('d’) = (") = i+ 7]

(P )e(d’) =i+ [j] =

Thus, from the viewpoint of group theory, those two groups are indistinguishable
one from another.

= [i + 4]

Let G be a group.

The generators of G are the elements of a minimal subset of G such that any
element of G can be written as a product of those generators and their inverses.

Let G be a group.
If it is generated by a single element, we say that it is cyclic.

Let us consider the group of n*® root of unity:
. qn—l}

We can pick the generator {q}, showing it is indeed cyclic. We could also take {q”_l}
n~1 =g~ In fact, we can pick {¢*} for any k such that ged(k,n) = 1.

C, = {17(]7"

since ¢

Let us consider (Qxg, -, 1).

We see that the set of primes is a generator, since we can use the prime factorisation
of the numerator and of the denominator. However, if we throw away one prime, then
we will not be able to represent some number; indeed showing they are generators.

Any equation satisfied by some group elements is called a relation.

Remark Since we only have manipulate group elements thanks to the group

operation -, a relation can always be written in the form:
TL T2 Tp =Y1 Y2 Ym, T1,---,Ym €G

Multiplying both sides of this equation by (y1 - -ym) ', it means
that we can write any relation as:

o ze=1, z1,...,2b €G

We can then name the relation R = 2 - - - 2.
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n+3

‘ Ezample For instance, in Cp,, ¢ =1 and ¢ = ¢® are relations.

Definition: Let G be a group.

Presentation in A presentation in generators and relations of G is an expression (S|R), where S
generators and is a set of generators, and R is a minimal set of relations that only use the generators

relations in S and that are such that any other relation in G follows from these.
Ezample For instance, C,, = {(¢|¢™ = 1) is such a presentation of C,,. We for
instance indeed get that ¢"*3 = ¢® by multiplying both sides of
q" =1by ¢>.
Proposition Let G = (S|Ry =1,...,Rx = 1), H be a group and ay, ..., a5 € H.

1. There is at most one homomorphism ¢ : G — H such that ¢(S;) = a; for all
generators S; € S.

2. There exists such a homomorphism if and only if we have a;, ---a;, = 15 for

all relations R; = S;, - -+ S;, = 1¢ (all relations are satisfied by the images of
the generators a; = ¢(.5;)).

Proof 1 This is a constructive proof. If there exists a homomorphism ¢ :
G — H such that ¢(S;) = a; for all S; € S, we can force its other
values:

1. We need ¢(5; ") = ©(S;) " for each generator S; € S.

2. Any element z € G can be expressed as a product of generat-
ors or their inverses S7 - - -.S,,. So, this requires:

@(x) = @(S1---Sp) = @(S1) - ©(Sn)

There is no choice in this construction, showing the unicity.

Proof 2 = We suppose by hypothesis that there exists a homomorphism ¢ :
G — H such that ¢(S;) = a; for all generators S;.
Let’s suppose for contradiction that there exists some relation R; =
S1--+ Sk =1, which is not satisfied by the images of the generators.
In other words:

©(Siy) - @(Si,) # 1u

However, by definition of a relation and since ¢ is a homomorphism:
@(Siy -+ 8i,) = e(lg) = 1n
This is a contradiction to the fact that ¢ is a homomorphism.

Proof 2 idea We want to show that the construction from part 1 does not have a
— contradiction.
First, we notice the following fact. By definition of the presenta-
tion in generators and relations, any relation S;, ---5;, =1 on G
follows from Ry,...,R;. However, this means that any relation
©(Siy) - ¢(S;,) = 1 also follows from the fact that the p(S5;) satisfy
the relations Ry, ..., Rg.

The rest of this proof is taken from an explantation from Zichen Gao
on EdStem. Now, the only possible contradiction in the construction
of ¢ in the first part of the proof is that we could have two different
definitions for some ¢(z) for a € G. Indeed, an element = can be
written in at least two different ways as a product of generators:

x:sl...sn:tl...tm
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However, this is equivalent to the following relation on G:
81~--8ntf1---t;1 =1

Using the fact we noticed at the beginning of this proof, we know
that, since this is a relation on G, the images of the generators also
respect it:

P(s1) - (sn)plt) ™o ptn) T =1
However, this is equivalent to:
@(s1) - @(sn) = @(tr) - p(tn)

We thus indeed have no problem in the definition of ¢(x), it has a
unique value.

a
We want to make a homomorphism f : Cg — Cy, where:
Cg = <q’q8 = 1>, C4 = <t‘t4 = 1>
We only need to consider how the generator ¢ is mapped. We thus consider the
mapping ¢y, : ¢ — t* for an arbitrary k € {0,1,2,3}. There is a homomorphism if
and only if @i (¢)® =1, i.e.:
L=i()® = (1) = £ = (¢)* =12 =1

Thus, there is no condition on & for ¢ (q) = t* to be a homomorphism. This yields
4 different homomorphisms.

I O A A
Voo k=0 4 141 44 1L A
N B B A A
g, L2 4 4 4T L
v, -3 4 Pt 4 E

=

We finally notice that no ¢y is an isomorphism since the Cg and Cy have a different
size and, thus, no f : Cg — C4 can be bijective.

Monday 16*"" October 2023 — Lecture 4 : Defining normality mathematically

Definition: Ker-
nel

Proposition

30

Let ¢ : G — H be a homomorphism.
Its kernel is the set of elements g € G such that ¢(g) = 1x.

Ezample For instance, considering the previous example:
4
ker o1 = {1,q }

Let ¢ : G — H be a group homomorphism.
Then, ker ¢ C G is a subgroup.
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Definition: Nor-
mal subgroup

Proposition

Definition: Im-
age

Proposition

Proof e We first notice that the identity belongs to the kernel. Indeed,

©(1) =1, and thus 1 € ker ¢.

e It is closed under the group operation. Indeed, if a,b € ker ¢, it
means that ¢(a) = 1 and ¢(b) = 1. This implies that p(ab) =
@(a)p(b) =1, and thus that ab € ker ¢.

e It is also closed under the inverse. Indeed, if a € ker ¢, it means
that ¢(a) = 1. This implies that ¢(a™') = ¢(a)”' =1, and thus
a~! € kero.

O

Let G be a group, and H C G be a subgroup.
H is a normal subgroup, written H < G, if for any h € H and g € G, we have:
ghg ' e H
Remark We will justify the usefulness of this definition a bit after, showing

that normal subgroups allow us to create new groups out of cosets.

Observation Let G be Abelian group, and H C G be a subgroup.
Then, H is a normal subgroup:

ghg ' =g9 'h=heH, VheHgeG

Let ¢ : G — H be a group homomorphism.
Then, ker ¢ <1 G is a normal subgroup.

Proof Let h € ker ¢ and g € G be both arbitrary.
To show that ghg~! € ker ¢, we want to show that go(ghg_l) =1.
And, indeed:
p(ghg™") = () p(h) p(97") = w(9)p(9) ™" =1
~—~—

since h € ker ¢ and thus ¢(h) = 1.

Let ¢ : G — H be a group homomorphism.

Its image is p(G) = {h € H|3g € G, ¢(g) = h}, the set of all elements that it
reaches.

Ezample In our previous example, we had:
©2(Cs) = {1,£*}

Let ¢ : G — H be a homomorphism.
Its image ¢(G) is a subgroup of H.
Proof e We notice that the identity is in the image. Indeed, ¢(1g) = 15.

e This is moreover closed under the group operation. Indeed, if
a1, az € p(G), then there exists g1, g2 € G such that a3 = ¢(g1)
and as = ¢(g2). Now, g = g1g2 is such that:

©(g) = »(g1)p(g2) = ara2

This shows that ajas € ¢(G).

e This is finally closed under the inverse. Indeed, if a € ¢(G), then
there exists a g € G such that ¢(g) = a. However, g~! is such
that ¢(g~!) = ©(g)”" = a1, showing that o~ € o(Q).
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| Remark In general, the image is not a normal subgroup.

3.4 Elliptic curves

Remark

Definition: El-
liptic curve

Definition: El-
liptic curve

group

Lenstra’s al-
gorithm

The following introduction will be very brief. However, elliptic curves represent a
very broad area of maths, which is very useful.

An elliptic curve is a curve for which there exists some a,b € R such that it satisfies

the following equation:

vV =a34ar+0b

Property We notice that it is always symmetric along the x axis, since y is
squared.

Let us consider some elliptic curve. Both the real points and the rational points on
this elliptic curve has a group structure.

Given two elements P,() on the curve, we introduce an operation +, which is
such that P 4+ @ = —R if and only if P,Q, R are collinear. This has the following
properties:

e The zero is at * — oco. It is such that P+0=0+ P = P.
e —P is the point symmetric with respect to the horizontal axis.

This is (somehow) an associative law.
Let n € N, we want to factorise it using elliptic curves.

1. We pick an elliptic curve y* = 23 + az + b over Z/nZ, and a point P(zq,yo) on it.

2. We compute 2P, 3! P, ..., k! P for some integer k > 0. This only involves computing
operations 2Q) which are easy to do on a computer. For instance:

3IP=3-2P=2-2P+2P

This operation involves computing slopes of lines modulo n. This only makes
sense if v is invertible modulo n, meaning ged(n,v) = 1. Thus, if the operation
fails, it means that ged(n,v) > 1 and thus that we have found a non-trivial factor
of n. Otherwise, we change slightly the elliptic curve.

This method is very efficient, and its asymptotic time is sub-exponential in log(n).

3.5 Dihedral groups

Definition:
Group of rigid
symmetries

Example

32

The group of rigid symmetries of a flat regular n-gon is written D,,. The
group law is composition: a rotation of angle 7 followed by a rotation of angle 7 is
a rotation of angle 37”

In other words, it is the group of operations (rotations and axial symmetries) we
can do, which will yield the same shape.

Let us consider Dy. We thus want to find the symmetries of a square.

We can rotate the square by angles 0, 7, 7 and 37”, which we write 1,7,7%, r3. We

can also take axial reflections, along the z-axis, the y-axis and the two diagonals,
which we write sq, so, S3, S4.

Sy 2 f\% ’ Vo1
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Thus, we have |Dy| = 8.

Remark D,, is not an Abelian group.

Let us consider D,. We label the vertices of our square to be able to know if two
transformations are equal. We notice that the following transformations are not
commutative, showing rs # sr:

Proposition The number of elements in D,, is 2n.

Proof We label all the vertices of our polygon from 1 to n. We can pick
a transformation that sends vertex 1 to any of the n other places.
Then, the vertex 2 needs to stay next to the first one, giving 2
possibilities. This yields that |D,| < 2n.
However, we are able to construct 2n different operations with the
n rotations (including the one of angle 0), and the n symmetries.
This shows that |D,| > 2n.

We can therefore indeed conclude that |D,,| = 2n.

O

Relation Let s be a reflection through a vertex, and r2x be a counterclockwise rotation of

angle %’T We can see that srs = r~!:

3 n-1 h 4
’? 3 p - 1
‘ NE‘> WV [\ - j 3
=7 ¢ > 2 —> 2
n 2 5 P 1
\ //

We thus deduce the first relation, srs = r <= (sr)° = 1.
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D,, admits the following presentation in generators and relations:
D, = <r, s|r” =1,s2=1,srs = r_1>
Moreover, the elements of D,, can be written as:

n—1 n—1
Dn:{l,r,...,r ,S8, 8T, . .., ST }

Proof idea We noticed that sr = r~'s. Thus, any product s’'r?2s% ... can be
written in the form s%*. Now, we know that s?> = 1, telling us that:

D, = {r*,sr7|(i,j) € {0,1,...,n =1} x {0,1,...,n — 1}}

It is possible to show that any additional relation will reduce the
number of elements. However, we already have 2n elements and
we showed that |D,,| = 2n. Therefore, it is impossible that there is
another relation.

Let R = (r) = {1,...,r"7'} C D,. It is a normal subgroup, the subgroup of
rotations.

Normal sub- VWe want to show that gr*g~! =17 for any g € D,,. If g = %, this
group is easy:
pigkp—i — pitkt—i _ ok o p

If g = s, we use the fact that s> = 1 (which notably implies that

sl =s)and srs =r"1:

- k _ _
sr¥s 1zsrr---rs:sr32rs2~--527“s:(srs) —pk—pn-kcR
k times k times

We can make a similar proof if g = sr’.
Cosets We notice that it has two cosets:
IR={1,r,...,r" '}
sR = {s, STy .. sr"il}

They are indeed all since |1R| = |sR| = n, so there must only be 2
of them.

Let K = (s) ={1,s} C D,
This is a subgroup, but not a normal one. Indeed, since sr—
rsr ' =rrs=r2s ¢ K.

I = rs, we know that

3.6 Quotient groups

Quotient group

Proposition

34

If H <G is normal, then the set of left H-cosets in G naturally form a group, named
the quotient group and written G/H. We define (zH)(yH) = zyH where 1H is
the neutral element and ' H is the inverse.

However, the choice of the representative z of zH is ambiguous, so we need to show
this makes sense.

Let H < G be normal.

The product on cosets is well defined and defines a group structure of the set of
cosets.

Proof We need to check that the product does not depend on the choice
of the representation.
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Example

Let 2/ € xH and y' € yH. We know by definition that there exists
some hi,ho € H such that 2/ = zh; and 3y’ = yhe. We want to
show that =’y € xyH:

2"y = xhiyhe = xyy  hy ho = xyhshy € xyH
h
=hs

where we used that h3 € H since H is normal.

Since z'y’ € xyH, this shows that we cannot get a different result
for this operation by choosing different representatives of our cosets.

|
Let us consider the cosets of R = {1, ... m”_l} in D,. We saw that they were:
1R = {1,r, . ,r"_l}, sR = {s,sr, . ,sr"_l}

We consider the quotient group D,,/R. It has 2 elements, which are 1R and sR. As
mentioned earlier, the operation is the product of their representations, and the
neutral element is 1R.

For instance:

(1R)(sR) = sR, (sR)(sR)=s’R=1R

We can verify that this works picking any representative of the cosets. For instance,
for (sR)(1R) = (sR), let g1 € sR and g € 1R. Then:

gi1go = srt 1l =sr'ti € sR
€sR €1R

This indeed shows that (g1R)(g2R) = sR, and is non-ambiguous.

Remark It is possible to show that there exists only one group of 2 elements
(this directly comes from the fact that we need an identity and an
inverse for all elements). Our quotient group is thus isomorphic
to Dy /R ~ Cy = (t|t> = 1) = {1,t}. In that case, ¢(1) = 1R and
() = sR.

Monday 23'¢ October 2023 — Lecture 5 : Proof by staring

3.7 Symmetric group

Definition: Per-

mutation

A permutation of an ordered set is a bijective map.

Ezample For instance, the following function 7 is a permutation:

7({1,2,3,4,5}) = {5,2,4,3,1}

Definition: Sym- The symmetric group S, is the group of all permutations of n elements. The group

metric group

operation is the composition of the permutations (composition of the functions).
The identity is the trivial permutation, where id(i) =i for all ¢ € {1,...,n}. The
inverse permutation of p € S,, is the inverse function p~! such that p~!(k) = i when
p(i) = k.

| Remark This is not an Abelian group.

| Remark By doing combinatorics, we can find that |S,| = n!l.
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Example S5 is for instance:

5_123 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3
571\ 2 3)0\2 1 3)0\1 3 2)0\3 2 1)°\2 3 1)°\3 1 2
The last element for instance means that m(1) = 3, 7(2) = 1 and 7 (3) = 2. We
notice that this notation is not nice to use, so we will improve it.

The first element is typically written 1 or e, since this is the identity.

Definition: Orbit Let p € S, and 2 € {1,...,n} be a number (notice that it is not an element of S,,).
The orbit of z under the action of (p) is defined as:

Orb,(x) = {pja:|pj €p)} = {x,pa:,pr, . ,pkilx}

This is all the numbers in {1,...,n} that can be reached by applying p successively.

Frample Let us consider p = (1 2 3) € S3. Then:
2 1 3

Orb,(1) = Orb,(2) = {1,2}

Indeed, 3 can never be reached by applying p to 1 or 2. However:

Orb,(3) = {3}

We thus see that:

{1,2,3} = Orb,(1) U Orb,(3)
Proposition Let p € S, and x1, 22 € {1,...,n}.

Either their orbits are equal, or they are disjoint:

Orb,(z1) = Orb,(z2) or Orb,(z1) NOrb,(z2) =0

Proof Let’s suppose that Orb,(z;) N Orb,(z2) # ¢. Thus, let y €
Orb,(z1) N Orb,(x2). |
This means that y = p’z; and y = pFxy for some i, j. However, this
yields that: _
xy = pFmy

This shows that zo € Orb,(x1). However, by definition of the orbit,
it also means that pFzo € Orb,(z1) for any k. We have thus just
showed that Orb,(x2) C Orb,(z1).

We can do the same reasoning to find that Orb,(z1) C Orb,(z2).
Putting this fact with the previous one, we get Orb,(z1) =
OI‘bp(aﬁg).

This thus indeed shows that, if Orb,(z1) N Orb,(z2) # @, then
Orb,(z1) = Orb,(z2); which is equivalent to our proposition.

O
Personal re- This means that we can construct an equivalence relation using
mark: Fun those orbits; where two elements of {1,...,n} are in relation if and
fact only if they are in the same orbit.
Definition: Let p€ S, and z € {1,...,n}.
Trivial orbit If Orb,(z) = {z} has a single element, then it is said to be a trivial orbit.

Definition: Cycle 7 € S, is said to be a cycle if it has a single non-trivial orbit (and possibly several
trivial orbits). Its length is the number of elements inside its non-trivial orbit.
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Personal remark:
Cycle inverse

Definition: Dis-
joint cycles

Proposition:
Commutativity

Letting = be any element of its non-trivial orbit, we note a cycle of length ¢ as:
T = (z,7(z),7(z),..., 77 (z))

In other words, any element which is in the cycle in mapped to the one to its right
in this notation (if it is the last element, it is mapped to the first element); and any
element which is not in this notation is mapped to itself.

Remark This notation is not completely unique, since we can take a cyclic
permutation: (1,2,3) = (2,3,1). However, as soon as we fix the
first element, this notation is unique.

FExample 1 2 3
We notice that p = 9 1 3 € S3 is a cycle: it has two orbits,
but only one non-trivial orbit. We can thus write:
p= (11 2)

This means that p(1) = 2, the element to its right; p(2) = 1 the first
element (the element to its right with an overflow); and p(3) = 3
since it is not in the notation. Note that we could have written
equivalently p = (2,1).

1 2 3 4
2 1 4 3
non-trivial orbits:

However, o = ) € 5S4 is not a cycle, since it has two

Orby (1) = {1,2}, Orb,(3) = {3,4}

The inverse of a cycle (x1,x2,...,2,) is just (zn,...,22,21). Indeed,
(z1,...,2n)(Tn,...,x1) is such that elements which are not in the cycle are not
touched, and the other ones are mapped to the element to their right, and then back
to where started.

Let 71, 2 be cycles.
They are said to be disjoint if their non-trivial orbits do not intersect.

Ezample For instance, (1,2) and (4,5) are disjoint. However, (1,2) and
(1,3,4) are not disjoint since they share a 1 in their orbit.

Disjoint cycles commute in S,

Proof Let m and 7 be disjoint cycles. Also, let 01,02 C {1,...,n} be
their non-trivial orbits. We notice that, since m; and 7o are disjoint,
O1N0y =9 by definition.
If © ¢ O U O3, it means that it is in a trivial orbit of both cycles.
Thus, mox = x and m . It indeed yields that:

QML — X = M7
Now, let’s suppose that « € Oy, and thus € Os. Let y = max € O;.
We also know that y ¢ O since the orbits don’t intersect. Now, we

know that both x and y are in a trivial orbit of 79, meaning that
mox = x and moy = y. Therefore, we do have that:

oML = ToY =Y = ML = M1 T2

The case where x € Oy is completely symmetric.

37



Algebra

Theorem: Exist-
ence and unicity
of the cycle de-
composition

Personal remark:
Inverse

Cycle decomposi-
tion algorithm

Proposition:
Conjugation
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Ezample For instance:

(1,2,3)(5,6) = (5,6)(1,2,3)

However, it is possible to show that:
(1,2,3) = (1,2)(2,3) # (2,3)(1,2) = (1,3,2)

Let 0 € S, be a permutation.

Then, o can be uniquely written (up to the order of factors) as a product of disjoint
cycles. When o is written in this form, it is said to be in cycle decomposition.

Proof idea We know that {1,...,n} can be expressed uniquely as a union of
disjoint orbits. However, each orbit can be written uniquely as a
cycle, giving our result.

If we have the cycle decomposition of a permutation, we can very easily compute its
inverse: we only have to compute the inverse of each of its cycles. Since the inverse
of a cycle contains the same elements, this will also produce a product of disjoint
cycles.

Ezample For instance, if o = (1,2,3)(4, 5,6), then:
ot =1(3,2,1)(6,5,4)
Since disjoint cycles commute, we do have that:

=(1,2,3)(4,5,6)(3,2,1)(6,5,4)
= (1,2 3)(4 5,6)(6,5,4)(3,2,1)
(1,2,3)(3,2,1)

Let’s say that we have an element written as a product of non-disjoint cycles. For
instance, in Sg:
o=(1,3,5,2)(2,5,6)

To find its cycle decomposition, we start from the right (in composition order) with
some element, say 1, and see to what it is mapped. This way, we would see that
1 is not changed by the first orbit and then mapped to 3 by the second one. We
start again with this 3, and see that it is mapped to 5, which is mapped to 6, which
is mapped to 1 (since it is mapped to 2 by the rightmost orbit, and then this 2 is
mapped to 1 be the second orbit). However, we hit the same element a second time,
which means that we finished our first cycle. Then, we need to do this with all our
other elements which appear in o (we wouldn’t need to see to what 4 is mapped,
since it does not appear in o). This way, we find that:

o =(1,3,5,6)(2) = (1,3,5,6)

removing the trivial orbits.

Observation A product of two elements in S, is thus computed in O(n). However,
we will see that it is much easier to compute a conjugation thanks
to the following proposition.

Let m,p € S,,.

The cycle decomposition of mpm~" is obtained from that of p, by replacing each
integer 4 in the cycle decomposition of p with the integer (7).

1

Ezample Let’s say that p = (6,2,1) and 7 = (3,2). Then:

ﬂ—pﬂ_l = (m(6),7(2),7(1)) = (6,3,1)
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Similarly:
(5,3,1)(2,3,5,6)(5,3,1) " = (2,1,3,6)
This can be verified explicitly, by noticing that (5, 3, 1)71 =(1,3,5)
and throwing the one-element orbit (2).
Proof We see that:
mpr~(n(i)) = m(p(0))
We can now do a “proof by staring” (Prof. Lachowska): by looking
long enough at our proof, we will see that we are done.
The most important thing is to understand what we are trying to
prove. We want to show that the cycles of mpmr~! are such that,
if p(i) follows i in some cycle of p, then 7(p(i)) will follow m(7)
in a cycle of mpr~!. This is exactly what we have shown here:
apr—t : w(i) — w(p(i)), it maps an element 7(i) to an element
m(p(i)).
|
Definition: A cycle composed of two elements is named a transposition.
Transposition
Proposition Let (i1,42,...,i;) be an arbitrary k-cycle of S,,.
Then, it can be written as a product of £ — 1 transpositions:
(i1, 02, - ig) = (i1, 8k ) (i1, Tk—1) - -~ (i1, 42)
Personal re- This result makes sense. Indeed, i; would be mapped by the first
mark: Intu- transposition to i3. Moreover, i is mapped to i1 by the last
ition transposition. Finally, any other element ¢; would be mapped to %1
by some transposition, and then to ;41 by the transposition right
after.
Proof We make our proof by induction on k.
Let us start with & = 2. We know that (i1,i2) = (i1,92) can be
written as a product of a single transposition; so we indeed get our
result.
Now, let us consider (i1, ..., %k, ik+1), supposing that our hypothesis
is true for k. In particular, our inductive hypothesis implies that
the following equality holds:
(i1>i23 ... 7ikt) = (i17ik>(ilaik71) e (i177;2)
Now, we notice that:
(P15 Tk1) (s 82, -y i) = (1,82, oy 0k, Te1)
since any element 7; is mapped to i;4; for j < k; 45 is mapped to
ix+1 and ix41 is mapped to 7.
This indeed allows us to find that:
(i1, yikr1) = (i1, dpg1) (B1s - - k) = (i1, Gk41) (G0, 8k) - - (41, 82)
|
Corollary Sy, is generated by all transpositions {(7,j)|1 <i < j < n}.
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Let 0 € S,,. We can write it as a product of disjoint cycles. Then,
each cycle can be written as a product of transpositions.

O

Decomposition into a product of transpositions is not unique in
general. For instance:

(1,3) = (2,3)(1,2)(2,3)

However, if we also ask for the cycles to be disjoint, this is unique
if it exists (because then it would just be the cycle decomposition
of our element).

Then, it is either a product of an even or of an odd number of transpositions. It
cannot be both.

Equivalent

proposition

Definition: Inver- Let aq,..

sion

Theorem: Sign
invariance

Property

40

Equivalently, a product of an even number of transpositions cannot
be equal to a product of an odd number of transpositions.

Monday 30*" October 2023 — Lecture 6 : Enlarge your orbit

.,an be a permutation of 1,...,n

An inversion is a pair of numbers (a;, a;) such that ¢ < j and a; > a;.

Ezample For instance, there is no inversion in 1,2,3,4,5,6. However, in
1,2,4,3,5,6, there is an inversion: (4, 3).
Let 0 € S,,. Also, let k be the number of inversions in o(1,...,n) and j be the

number of transpositions in an expression of o.

Then:

(1" = (-1

We call this value the sign of o, written sgn(o).

Proof idea

Let o € S,,. We notice that this permutations maps (1,...,n) to:
o(1,2,...,n) = (a1,...,0a,%,b1,...,b3,j,¢1,...,¢y)

Let us consider the action of the transposition (i, j), to see how it
changes the number of inversions in the permutation. We notice
that the elements a; and ¢; do not contribute to the change of
number of inversions: for instance, if (i,a;) was an inversion, it
will stay that way. Also, if by < ¢ and by < 7, then by also does
not contribute; and similarly if by > ¢ and by > j. Thus, the only
interesting case appears when ¢ < by < j or j < by < i. In that case,
it will contribute +2 or —2 to the number of inversions: (,by) and
(b, 7) will either both become an inversion, or stop being inversions.
The only inversion that will change is the one of (¢, 7) which will
either stop being one or become one. Thus, the action by a trans-
position changes the number of inversions by 1.

The function sgn : S, — {1,—1} is a group homomorphism.

Proof

Let 0,7 € S,,. We need to show:

sgn(o7) = sgn(o)sgn(r)
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Letting t(o) to count the number of tranpositions in an expression
of o, we have:

sgn(or) = (—1)"7 = (1) = (1) (~1)"7 = sgn(o)sgn(7)

|
Definition: Al- The alternating group is defined as A,, = ker(sgn) <1 .5,:
ternating group
ker(sgn) = {o € S,|o is a product of an even number of transpositions}

Remark Since this is the kernel of a group homomorphism of S,,, it is a
normal subgroup of S,,.

Ob ; Sn n!
‘ servation Ay has |A,| = |{L_‘1}‘ = 2 elements.
Ezample For instance, let us consider Ss:
SS = {1a (]-7 2)7 (1a 3)7 (27 3)u (17 27 3)7 (]-7 37 2)}
Then:
A3 = {1a (17 27 3)7 (15 37 2)}
since (1,2,3) = (1,3)(1,2) and (1, 3,2) = (1, 2)(1, 3).
Proposition Let h = py, -~ - pe, € Sy, be a product of disjoint cycles of lengths ¢4, ..., ¢,.
Then:

1. For any g € S,, the conjugation ghg~! is a product of disjoint cycles of the
same lengths.

2. For any product of disjoint cycles of the same lengths = 4, -+ -ve,. € Sn,
there exists some g € S,, such that z = ghg~!.

Proof 1 Let pg = (i1,...,i¢) be a cycle. Then, we know that v, = gprg~! =

(9(i1),...,9(ip)) is a cycle of the same length.

1

Now, if h = pg, - - - pe,., then we can express ghg™" as a product of

cycles of the same length:

ghg™" = gpepe, - pe, g = 9pe, 97T 9P g gpe g = e e,
=1

Proof 2 Let Sy, - -- B¢, be a product of disjoint cycles of the same length.
We want to find a t such that tpg, ---pe,t=> = B, -+ Be,. We
can just pick ¢ so that it sends each number in each of the disjoint
cycles pg,, ..., pe, to the corresponding element of the disjoint cycles
651;"'?6@T-

For instance, let us consider a ¢ which would map (1,2)(3,6,7) —
(4,3)(1,5,6). The goal is thus tomap 1 — 4,2 —3,3—> 1,6 — 5,
7 — 6. We can thus take:

t=(1,4,2,3)(6,5,7)

also mapping 4 — 2 and 5 — 7.

Definition: Con- Let G be a finite group and let h € G.
Jjugacy class The conjugacy class of h in G, written C},, is the set of all elements conjugated to

h:
Cy = {ghgfl|g € Sn}
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Observation We proved that all elements of the of the same conjugacy class in
S, have cycles of the same length; meaning that two classes cannot
intersect.

Remark Let G be an Abelian group. Then:

Ch={ghg™'} cc = {9hg™"} = {1}

Thus, |Cy| =1 for any h € G.

Definition: Parti- Let n € N*.
tion of an integer The partitions of n is the set of (i1, ..., ;) such that i; + ...+ i = n, iy > iy >

Observation

Example

...> 10 >1and k € N*,
Ezample For instance, the partitions of 4 are:
{(4),(3,1),(2,2),(2,1,1),(1,1,1,1)}

The conjugacy classes of S, are in bijection with the partitions of n: we can interpret
the (i1,...,ir) as the lengths of the cycles in the disjoint cycle decomposition.

Let G = S;. We want to find its conjugacy classes.
We have one conjugacy class per partition of 4, meaning that they are in bijection

with:
{{4},{3,1},{2,2},{2,1,1},{1,1,1,1}}

Then, {4} represents the set of 4-cycles:

(1,2,3,4), (3,1,2,4), ...
{3,1} represents the set of 3-cycles:

(1,2,3), (2,3,4),

{2,2} represents the set of products of 2 disjoint 2-cycles:

(1,2)(3,4),  (1,3)(2,4),
{2,1,1} represents the set of 2-cycles:

(1,2), (3,1),...

{1,1,1, 1} finally represents the trivial element, 1.
We can do combinatorics to verify that we indeed get the correct number of elements.

3.8 Action of a finite group on a set by permutation

Definition: Ac-
tion of a group

Definition: Orbit

42

Let G be a finite group and E be a finite set.

We say that G acts on F by permutation if, for any € E and g € G, we can define
an element g - x such that:

1. gre Eforany x € Eand g € G
2. 1-x=xforanyx € E
3. (g192)x = g1(gox) for any x € E, ¢g1,92 € G.
Let G be a finite group and E be a finite set.
The orbit of z € E under the action of G is the subset of E given by:

Orb, = {gz|g € G}



3.8. ACTION OF A FINITE GROUP ON A SET BY PERMUTATION Notes by Joachim Favre

Property

Definition:
Group acting
on itself by con-
jugation

Corollary

Definition: Sta-
biliser

Definition: Cent-
raliser

Property

Let G be a finite group, F be a finite set and =,y € E.
Then:
Orb, = Orb, or Orb,NOrb, =¢

Implication Since every element of F belongs to some orbit, it means that we
can partition our set E using orbits. In fact it is possible to show
that this creates an equivalence relation.

We thus define {z1,...,2,} to be a complete set of represent-
atives of orbits if it such that:

1. Orb,,NOrb,; = ¢ for any x;,z; € {x1,...,,} such that z; # ;.

2. F= LTJ Orb,, .

i=1

Let G be a finite group.

We say that it acts on itself by conjugation when it acts on the set G using the
following action on a h € G:

ghg ' e G
Observation We notice that, in that case, the orbit of some i € G is the conjugacy
class of h in G:
Orby, = Ch,

Let G be a finite group.
Then, G can be written as a disjoint union of conjugacy classes:

where Cp,, N Cy,; = ¢ for h; # h;.

Proof Let us consider G acting on itself by conjugation. We know that,
in that case, Orb;, = C},. By our previous property, we know that
G can be written as a disjoint union of orbits, giving us our result
immediately.

]

Let G be a finite group acting on a finite set F, and let « € F.
The stabiliser of x is:
Stab, = {g € G|gz = x}
Let G be a finite group and h € G.
The centraliser of h in G, written G}, is Staby, with respect to G acting on itself
by conjugation:
Gz, ={g¢€ Glgzig~' = i}

Let G be a finite group acting on a finite set F, and let x € E.
Then, Stab, C G is a subgroup.
Proof e By definition of a group acting on a set, we know that 1-x ==z

forall x € F/, so 1 € Stab,.

e Let’s suppose that g1,g92 € Stab,, meaning that gy = = and
gox = x. Then:
91927 = g1 =T

This indeed shows that g9 € Stab,.
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e Let’s suppose that g € Stab,, meaning that gr = . Then, by
the properties of groups acting on sets:

1 —1

(9z) =g =
~—
gEStab,

z=(g'g)z=9g"

This indeed shows that ¢! € Stab,.

Let G be a finite group acting on a finite set F, and let x € E.

Then, the number of elements in the orbit of x is equal to the index of Stab, in G,

ie.:

Proof

|Orb,| = [G : Stab,]

Let H = Stab, C G, to simplify the notation.

We know that [G : Stab,] = [G : H] is equal to the number of left
H-cosets in G. To show that there are as many left H-cosets as
there are elements in Orb,, we can make a bijection between the
set of left H-cosets and Orb,. Thus, let us consider the following
function:

pi{gH} eq — Orby
gH — gx

We notice that p is surjective: any gz € Orb, can be constructed.
Indeed, considering an arbitrary gz € Orb,, we know that g € gH
and thus u(gH) = gz.

Moreover, p is injective. Indeed, let’s suppose that u(gH) = u(fH)
(we want to show that gH = fH). However, by definition of y, this
means that:

gr=fr = flgg=2x = flgecStab,=H

We can thus consider the left coset of H with respect to f~!g which,
by definition, is a subset of H:

fl¢gHCH = gH C fH

using properties of left-cosets.

However, we can do the exact same reasoning but starting with
gr = fr = g 'fx =z, giving us that fH C gH. This indeed
means that fH = gH and thus that p is injective.
We have shown that p is bijective, and thus that:

Orb, | = [{gH} | = [G : Stab,]

Let G be the group of rotational symmetries of a cube. We want to find |G].

We notice that G acts on the set of faces by permutation, so F is the set of faces.

Let z € E be an arbitrary face. Then, Stab, = {1, r,r2, r3} where 7 is the rotation
of x by 90°: rotating along the axis which is normal to the face x does not move
this face, and rotating any other axis would move it. Since we can move = to any
other face, Orb, = FE, and thus:

|Orb,| = 6
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Definition: Cen-
ter

Theorem: Class
equation of a

group

Example

By the orbit-stabiliser theorem, we finally get that:

G|
|Stab.,|

|Orbg| = — |G| = |Orb,||Stab,| = 6 4 = 24

Let G be a group.
The center of G is the set of all elements that commute with any g € G:

Z(G) = {x € Glag = gz,Vg € G} = {:c € Glgrg ' =x,Vg € G}

Remark We notice that Z(G) is also the set of 1-element conjugacy classes

in G.

Let G be a finite group.
Then:

Gl =12(G)| + ) _|Cs,
i=1

where the C,, are the non-trivial conjugacy classes, i.e. the conjugacy classes with
more than one element.

Equivalently:
Gl =12(G)| + )G : Gu)]
i=1

where the G, are the non-trivial centralisers.

Proof We know we can write G as a disjoint union of its conjugacy classes:
m
G=\Jc.,
i=1

Then, we can write:

Gl =) _|Ca,
1

1=

one element more than one element

We recognise the center, telling us that:

Gl =12(G)| + Y _ICs,
i=1

The orbit-stabiliser theorem finally tells us that |C,,| = [G : Gy,],
giving us:

M:WW+ZWGM

Let G be a group of order |G| = p™ for p € P prime.
Then, G has a nontivial center.

Indeed, we have that:
n —~ |G
P =161=12@) + Y 1
i=1 %

We know that |G,| < |G| for any 1, since 1 € Cy with |C] = 1, telling us 1 € G,.
This shows that:
I (€]

= >1
Ga;| |G,
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However, since this term is greater than one and only has factors p in its prime
decomposition, this means that it is divisible by p. Since all the other terms of the
expression are divisible by p, |Z(G)] is also divisible by p.
However, since 1 € Z(G), we know that |Z(G)| > 0. This tells us that |Z(G)] is a
non-trivial multiple of p, and thus indeed that |Z(G)| > 2.

Let G be a finite group acting on a finite set E, and let h € G and x € E. Let’s sum
up our terminology.
In the general case, we have Orb, C F and Stab, C G.

However, when G acts on itself by conjugation, we have that the orbit is the conjugacy
class and the stabiliser is the centraliser:

Cp =0rb, C G, Gp=Stab, CG

— Monday 6" November 2023 — Lecture 7 : A complete description of abelian group (®)

3.9 C(lassification of finite abelian group

Observation

Cauchy’s the-
orem

Definition:
Proper sub-
groups

Definition:
Trivial subgroups

Definition:
Simple group

46

We have only seen the cyclic group as an abelian group. We wonder if there are
other abelian groups.

Let G be a finite group, and p be a prime number such that p | |G].
Then, G has an element of order p.

Proof idea 1 Let’s first consider abelian groups G.
We suppose towards contradiction that the proposition is not true,
and we thus let G be the smallest counter-example. Let g € G be an
arbitrary non-trivial element. Then, the order of g is not divisible
by p since, otherwise, ¢*? = 1 and thus ¢* would have an order p.
We know that |(g)| = order(g). Moreover, since G is abelian and
(9) C G is a subgroup, we know that (g) < G is a normal subgroup.
We can thus consider G/(G). We know that p divides |G/(g)| =
el <1a.
Now, since G was the smallest counter-example to our proposition,
this implies that there exists some h{g) € G/{g) such that the order
of h{g) in G/{g) is p. By definition of the quotient group and of the
order, this means that hP{(g) = (g), and thus h” € (g).
This implies that there exists a s such that h? = ¢°. However, for
k = order(g), this yields:

=gt = (") =) = (1) =(")" = (") =1
This tells us that the order of A* is p.

Proof idea 2 The case for non-abelian groups G will be done in the seventh
exercise series.

Let G be a group, and H C G be a subgroup.
H is said to be proper if H # G.

Let G be a group.
The subgroup H = {1} C G is named the trivial subgroup of G.

Let G be a group.
G is said to be simple, if none of its proper non-trivial subgroups are normal.
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Corollary If G is a simple finite abelian group, then G ~ C,, for some prime p, where Cj, is the
cyclic group of order p.

Intuition Since all subgroups of an abelian group are normal, an abelian group
is simple if it has no non-trivial subgroup. All subgroups of C, are
non-proper or trivial.

Proof We can write |G| as its prime factorisation, |G| = pi* ---p,*. By
Cauchy’s theorem, there exists an element of order p; in G, g € G.
However, since G is abelian, (g) C G is normal. Since moreover
[{g)| = p1, it is nontrivial. It is finally proper if and only if |G| >
(g} = pr.
For G to be simple, (g) must not be proper; and G thus has to be of
order py, telling us G = (g), which is indeed homeomorphic to Cp, .

O

Definition: Dir- Let G, H be groups.
ect product of The direct product G x H is the set G x H = {(g,h)|g € G,h € H}, where
groups multiplication is:

(91, h1)(92, h2) = (9192, h1h2)

Observation We notice that this is indeed a group, of neutral element (1¢, 1)
. -1 _ -1 p—1
and inverse (g,h) " = (g7, h71).
Moreover, by properties of the Cartesian product:

|G x H| = |G| - |H|
Example Let us consider Cy = (ala? =1),C5 = (b|b* = 1). Then:
Cy x C3 ={(g,h)|g € Ca,h € C3}
We can write all elements:
Cy x C3 = {(1,1),(1,b), (1,b%), (a, 1), (a,b), (a,b*) }
Now, let t = (a,b). We notice that:
t? = (a®,b?) = (1,b?), = (a,b®) =(a,1), t*=(1,b), "= (a, %), t®=(1,1)

This yields that ¢ has order 6. Since this is a generator, Cy x C3 ~ Cg is isomorphic
to the cyclic group of order 6.

Generalisation  We will generalise this right after. However this is not always true.
We can for instance consider:

Cy x Cy = {(17 1)a (1> b)v (a> 1)7 (av b)}

However, all three non-trivial elements have order 2, showing this
group has no generator and thus that there is no element of order
4. This shows that it cannot be isomorphic to C4 (which has an
element of order 4).

Properties Let G, H be groups. Then:

1. GxH~HXxG.
2. HC G x H and G C G x H are subgroups.
3. G x H is abelian if and only if both G and H are abelian.

| Proof 2 We notice that H ~ {(1, h)|h € H}, which is a subgroup of G x H.
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Let n,m € N*, a € C,, and b € (), be generators of their respective group.
Then:
order(a,b) = lem(n, m)

where we note order((a,b)) = order(a, b) for the simplicity of the notation as usual
with functions of vectors.

Proof Since a and b are generators, we have:
order(a) =n, order(b) =m

Then:
(a,b)° = (a®,0°) == (1,1) = n|sandm|s

Thus, the order of (a,b), the smallest number that is divisible by
both n and m, is lem(n, m).

O
Let n,m € N*.
Then:
Cp x Cp, = Cpp <= ged(n,m) =1
Proof = We do this proof by the contrapositive, we thus suppose by hy-
pothesis that ged(n,m) = d > 1. Let a € C,, and b € C,, be
generators. We have that, by our lemma:
order(a,b) = lem(n,m) = % = % <nm
Moreover, if we consider arbitrary other elements a! and b9:
(at,bq)%" _ ((an&n)t, (bn[;n)q) _ (1’ 1)
This tells us that there is no element of order nm in C,, X C},, showing
that C,, x C}, cannot be cyclic, and thus that C,, x C,,, # Cpm-
Proof We suppose by hypothesis that ged(n,m) = 1. We notice that it
implies by our lemma that:
nm
der(a,b) =1 ,m)=——— =
order(a,b) = lem(n, m) zed(mm) nm
However, |C), x Cpn| = |Cr||Cim| = nm, telling us that (a,b) is a
generator. Thus, C,, x C,, ~ C},, is cyclic.
|

Let C,, be a cyclic group, and n = plfl ---pFr be the prime factorisation of n.

Then:
Cnf:Cp;1c X ... xsz;r

Proof Let m = pé” ---pFr. We notice that ged (pfﬂm) = 1, so, by our

proposition:

C, ~C i xCp
131

We can repeat this recursively to get our result.
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Lemma

Theorem of clas-

Let G be a group, and H C G and K C G be subgroups such that:
1. HN K = {1}
2. For any h € H and k € K, we have hk = kh.
3. HK ={hklhe Hike K} =G

Then:

Proof

G~HXxxK
We consider the following function ¢ : H x K — G:

@(h, k) = hk

We want to show that this is an isomorphism. We first see that this
is an homomorphism, using the second hypothesis:

@(hh/ﬁ)@(hz,kz) = hiky - hoka = hihokiky = @(h1h2,/€1]€2)

which we recognise to be ¢((h1, k1) - (ha, k2)).
We now want to show that ¢ is bijective. It is indeed surjective

thanks to the third property. For injectivity, we have that:
o(h1, k1) = p(ha, ka) = hiky = hoky => hy'hy = koky!
N—— =

h k

for some h € H and k € K.
However, since H N K = {1}, this necessarily means that h =k =1
and thus hi; = he and k1 = ko, which ends this proof.

O

Let G be a finite abelian group.

sification of finite Then, G is isomorphic to a direct product of prime power orders, i.e:

abelian groups

where {p1,...
that p{'* -+ pm = |G|. Those numbers (p{*,...,pMk
divisors of G.

G:CP"IX"'XC"m
1

Pm

,Dm} are primes, which are not necessarily distinct but are such

"m) are named the elementary

This presentation is moreover unique, up to the order of factors.

Ezample

Proof idea

For instance, Co x Cy ~ G is not cyclic, but it is a finite abelian
group of order 4.

Let G = (g1,...,9x|R1,..., R¢). The j*® relation can be expressed
as g;"" -+~ g."". Thus, the numbers n; ; completely represent our
relations. This means that we can encode our set of relations as a
matrix:

ni1 o Mgl

n- “ee nk7e

It is possible to show that we don’t change the set of relations
when adding an integer multiple of one row to another row, when
adding an integer multiple of one column to another column, when
swapping columns and when swapping rows. This means that we
can use Gaussian elimination to turn our matrix to an equivalent
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diagonal matrix

d 0 - 0
0 do - 0
0o 0 - d,

where r = min(k,¢) and some columns or rows full of zeros were
removed.

This allows us to find that G = <gl, ey G gill =1,...,9% = 1>;
and thus that G; = (g;) ~ Cy, are cyclic subgroups of G. Now, it
is possible to show that all those G; meet the hypotheses of our
lemma:

1. G;NGj = {1} for any i # j.

2. For any ¢; € G, and g; € G, we have g;g; = ¢;¢; (since G is

abelian).
3. G1---G, = G by construction.

Therefore, we have that:

GG X...xXGp>~=Cq x...xCq,

Now, taking the prime factor decomposition of d; = plfl phe | we

know that Cy, ~ Cpkl X ... X Cpks. This finally gives us our result.
1 s

Let G be a finite abelian group, such that |G| = p™ for some prime p.
Then, G is a direct product of cyclic groups:

GZCpiIX...XCik

p

where 71 + ...+ 1 = n.

Remark This means that all possible groups of order p™ are in bijection with
the partitions of n.

Ezample Let us consider all possible abelian groups G of order |G| = 8 = 23.
We need to find the partitions of 3. They are:

3, 1), 1LL1)
Thus, we have three different abelian groups of order 8:
Cos =C5, Co2 xCor =Cy xCy, CoyxCyxCy
There cannot be any other group, and they are pairwise not iso-

morphic (since, as we have seen, C,, X Cy, =~ Cp,y, if and only if
ged(n, m), which is not the case here).

Let G be a finite abelian group.
Then, G is isomorphic to a direct product of cylic groups:

GﬁCdl ><...><Cd"

where d,, | dp—1 | ... | d1 (d; divides d;_y for all i), and |G| = d; ---d,,. Those
numbers (dy,...,d,) are moreover called the invariant factors of G.

This presentation is unique.

| Remark This is another, equivalent, presentation of any abelian group.
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Observation

Algorithm 1: Ele-
mentary divisors

Algorithm 2: In-
variant factors

Example

Notes by Joachim Favre

An abelian group is uniquely determined by its elementary divisors, or by its invariant
factors.

We want to make an algorithm to find all abelian groups of a given order n, through
elementary divisors.

The algorithm goes as follows:

1. Decompose |G| = n as its prime factorisation, n = p’fl ol
2. Find the possible partitions for each power ki,..., k,.
3. For each partition of k;, there is a unique group of order pf In other words,
if k; = a1+ ...+ aj, then:
Cp;vi ~ Cp;n X ... X ijj

The possible groups G are the direct products of all possible groups of orders pf’
Let us now make an algorithm to find the invariant factors of all abelian groups of
order n.
The algorithm goes as follows:

1. Decompose the Abelian groups using elementary divisors.
- x Cpk.
3. We write the C o in a table as follows: C @i and C «; are on the same line if

2. We consider each group separately, say G = C), a1 X

and only if p; = pJ, and, groups are wrltten in decreasmg order of a; on any
given line. This table representation is unique up to the order of lines.

4. Since the direct product is commutative, we can consider a direct product of
the columns independently. Since they have coprime order, it can be simplified
to a single cyclic group Cy,. G is finally the direct product of each column.

| dy.

We want to find all abelian groups of order |G| = 72 = 23 - 32.
We have the following partitions of 3:

3), (1,1)
We moreover have the following partitions of 2:
2), 11

This yields that we can consider the 6 possibilities:

By construction, we do have d,, | dp—1 | ...

(27 1)a

023 X ()327 023 X 03 X 037 022 X 02 X 032

CQZXCQXCgXCg, CQXCQXCQ><C327 CQXCQXCQXCgXCg

In other words, there is a total of 6 non-isomorphic abelian groups of order 72. Their
elementary divisors are:

{(237 32)7 (23737 S)a (227 2a 32)7 (227 27 33 3)7 (27 27 2a 32)7 (2a 27 27 37 3)}

Let’s now compute the invariant factors. We represent our 6 possibilities in the

table form:
N e e R A
oy CoaxCpx | [Cyr)x| CZ\xC XCXC G C
P =0 ‘CQ X f/ (/2 :‘X /\ 2 ‘\Xc‘z “‘ 7 C “ | 2 ’ L ]
| l \ (
) = \Ca/ C ¥ o) ‘CQJ ‘ C.xlcC ] CZ\ \ 4
pe=2 \/ \/ﬁ gj \/? 4‘ 3/ \?/ \J J oy \9/ \CE/
4 v J J
élz Czq : C5 C% X(/ﬁ C’Z X C/é C‘g X Cz xC Cé XCg XCZ
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For instance, Cy x Cy x Cg =~ (36 X (5. Indeed, the order does not matter in the
direct product, and Cy x Cg ~ Csg since ged(4,9) = 1. This yields that our 6
possibilities are respectively isomorphic to:

Cra, Cay xCs, (3 x Cy
012 X 067 018 X 02 X 02, 06 X 06 X 02
Their invariant factors are therefore:

{(72),(24,3),(36,2), (12,6), (18,2,2), (6,6,2)}

Remark This type of questions, finding all elementary divisors and invariant
factors of abelian groups of order n, is typically at the exam.

We have classified of all abelian finite groups. Classification of non-abelian finite
groups is a lot harder.

They can be split into four categories, including one containing 26 groups, the
sporadic groups. They are basically the exception to the three other categories. The
biggest in this category, named the monster group, has order:

808017 424 794 512 875 886 459 904 961 710 757 005 754 368 000 000 000 = & - 10°3
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Chapter 4

Rings and fields

4.1 Definitions

Definition: Ring A ring is a set A with 2 operations + and -, satisfying:

1. (A, +) is an abelian group of neutral element 0 € A.

2. - is associative:
a-(b-c)=(a-b)-¢c, Va,bcecA

3. - has a neutral element 1 € A, such that:
la=a-1=a, Va€eA
4. - distributes on + on the left:
a-(b+c)=ab+ac, Va,bce A
And it distributes on the right:

(a+b)-c=ac+be, Va,bceA

| Remark We don’t require - to have inverses, nor to be commutative.

Definition: Com- Let (A, +,-) be a ring.

mutative ring

Example 1

Notation

Example 2

We say that this is a commutative ring if the multiplication is commutative,
ab = ba for any a,b € A.

| Remark We will only consider commutative rings in this course.

(Z,+,-) is a commutative ring.

We notice that some elements don’t have a multiplicative inverse. For instance,
2 € Z but % ¢ 7.

Let £ € R and S be some set. We define the following notation:

Slk] ={a+ bk | a,b e S}
Observation We notice that, for any k£ € R and set S, then:

0,1 € S[k]
Indeed, we can just set b =0, and a € {0,1}.

Let us consider:

A:Z{\/ﬂ Z{a+b\/§’a,beZ}
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This is a ring. Indeed, 0,1 € A. Moreover, addition is closed in A:
(a+bﬁ) + (c+d\/§> =(a+c)+(b+dV2e A

Any element a + byv/2 € A has an additive inverse, —a — by/2 € A.
Multiplication is also closed in A:

(a + b\/ﬁ) (c + d\/i) = (ac + 2bd) + V2(be + ad) € A

The other properties come from the fact that we are using the regular additions and
multiplications.
However, we notice that there are no multiplicative inverses in A in general:

1 _a-— /2 _ a b

T a2 — 202 2922 a2—2b2
a—l—b\/i a a a

———
7 in general  €Z in general

V2 & A in general

in general.
Let us consider:

B:Q{\/ﬂ :{a+b\/§’a,b€(@}

It is possible to show that B is a ring such that every non-zero element has a
multiplicative inverse (i.e, a field as we will define later).

Let (A,+,-) be a commutative ring, and let a € A (which is not necessarily an
integer). We notice that given n € Z, it makes sense to consider n - a.
If n > 0, we can write:

no=a+a+...+acA

If n < 0, then:
na =—(—n)a € A
And, if n = 0, then na = 0.

Implication Many formulas thus hold in commutative rings. For instance, we
can show that, for any a,b € A:

(a+b)" = ZL: (Z) aF bk

k=0

Let (A, +,-) be a commutative ring, and a € A.
a is a zero divisor if there exists a © € A\ {0} such that:

ar =0

Trivial zero For instance, 0 € A is always a zero divisor:
divisor

0-2=(0+40)-2=0-240-20 = 0-2=0
This is called the trivial zero divisor.

The following sets with addition and multiplication are rings without non-trivial
zero divisors:

Z, R, C

We want to find a ring with non-trivial zero divisors.

We can consider the set of equivalence classes modulo n:

A=7/nZ={[0],...,[n— 1]}
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Notes by Joachim Favre

This is indeed a ring with addition and multiplication modulo n: we do have that
(Z/nZ,+) ~ (C,,+) is an abelian group, - is associative, we have the neutral
multiplicative element [1] and multiplication distributes over addition.

Let a € A\ {[0]}. a is a nontrivial zero divisor if and only if ged(a,n) > 1.

Proof — We do this proof by the contrapositive. We thus suppose by hypo-
thesis that d = ged(a,n) = 1. We want to show that a is not a zero
divisor. By Bézout’s theorem, there exists x,y € Z such that:

ar+ny =1 < az =1(modn) < [a]lz] =[] < [z] =[d] "

Now, this yields that:

=[1]

Proof <« We suppose by hypothesis that d = ged(a,n) > 1. We indeed have
that [a] is a nontrivial zero divisor:

- 3] =[] = [a] L=

Indeed, because d > 1, we do have that [Z] # [0].

Observation An element [a] € Z/nZ is thus either a zero divisor, or invertible.

This tells us that we have n — ¢(n) zero divisors in Z/nZ.

Definition: Integ- Let (4, +, ) be a commutative ring.

ral domain

Definition: Field

Proposition

Example 1

If the only zero divisor of A is the trivial zero divisor, then A is called an integral
domain.

Let (A, +,-) be a commutative ring.

It is called a field if all non-zero elements have multiplicative inverses. In other
words, for any a € A\ {0}, there exists a b € A such that ab = 1.

Let n € N>3. We have that:

1. (Z/nZ,+,-) has non-trivial zero divisors if and only if n € P is not a prime.
2. (Z/nZ,+,-) is a field if and only if n € P is a prime.

Proof 1 We see that the following propositions are equivalent:

e There exists a nontrivial zero divisor, a € Z/nZ \ {[0]}.

e There exists some a such that 1 < a < n—1 and ged(a,n) > 1,
by our previous example.

e There exists some a such that 1 < a <n—1, and n is divisible
by a.

e 1 is not a prime.

Proof 2 We see that the following propositions are equivalent:
e 1 is a prime.

For any [b] € Z, we have ged(b,n) = 1.

Any [b] € Z has a multiplicative inverse.

Z/nZ is a field, by definition.

Let us consider:

2/52 = {[0], [1], 2], (3], [4]}
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Since 5 is prime, this is a field. Thus, all elements different from [0] have a
multiplicative inverse:
1 -1 -1 -1
A7 =0 27 =B, B =02, M4 =[4
Let us consider Z/6Z. We notice that [2][3] = [0], and thus it is not an integral
domain.
Let (A, +,-) be a commutative ring, and a € A.

If @ has a multiplicative inverse, then a is not a zero divisor.

Proof We know by hypothesis that there exists some a~' € A such that
aa"! =1.
Now, let’s suppose that ab = 0. This yields that:

0O=a'0=a"tab=10

Thus, a is not a zero-divisor by definition.

|
Converse The converse is wrong. For instance, in Z, 2 is neither a zero-divisor
nor inversible.
Let (A, +,-) be a commutative ring.
If it is a field, then it is an integral domain.
Proof We know that all non-zero element of a field are invertible, so they

aren’t zero divisors. This shows that A is an integral domain.

Converse The converse is false: Z is an integral domain, but not a field.

However, as we showed earlier, A = Z/nZ is an integral domain if
and only if it is a field.

We have thus found the following inclusions:

Fields C Integral domains C Commutative rings

Let A be a commutative ring, and I C A.
I is called an ideal if it has the following properties:

1. (I,+) is a subgroup of (A4, +).
2. For any z € A and a € I, then za € 1.

Let (A, +,-) be a commutative ring.
Then, {0} is an ideal, named the trivial ideal.

Let (A, +,-) be a commutative ring.
Then, A is an ideal, named the non-proper ideal.

Let us consider the ring A = Z, and let d € Z.
Then, the following is an ideal:

dZ ={dk | k€ Z} C Z

(dZ,+) is indeed a subgroup since this is closed under addition, it contains 0, and it
contains additive inverses. It moreover also follows the multiplicative property:

da-x € dZ, Vx €l
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Properties Let A be a commutative ring, and let I, J C A be ideals.
Then:
1. If 1 € I, then I = A.
2. I'NnJis an ideal.

3. I+JC1:€f{m+y|x€I,Y€J} is an ideal.

k
4. I-Jd:ef {szyz

i=1

x; €1,y € JJceN} C A is an ideal.

Proof 1 Let a € A be arbitrary. Since 1 € I by hypothesis, we know by the
multiplicative property that:

l-ael] = acl
Thus, A C I. Since we always have I C A, this yields that A = 1.

Proof 2 Let I,J be ideals in A, and let z,y € I N J.
We first notice that (I N J,+) is indeed an additive subgroup:
1. Since (I,4) and (J, +) are additive subgroups, we know that

x+y €l and z+y € J. This implies by set theory that
r+yelnd.

2. By a similar reasoning, we know that —z € [ and —x € J.
This indeed means that —x € I'N J.

3. By the exact same reasoning, we get 0 € I N J.

We still need to show the multiplicative property. Let a € A. We
know that ax € I and ax € J since they are ideals. This indeed
means that ax € I'NJ.

Proof 3 Let I,J be ideals in A, let z1 +x2,y1 +y2 € I + J.
This closed under addition:

T1+x2+y1 Y2 =21+ Y1+ T2+ Y2
I cJ
€

We can check the other properties to show that I 4+ J is an additive
subgroup.

Now, let’s consider the multiplicative property. Let a € A . Then:

alx+y)=_ax + ay €I+ J
~— ,
€l €J

Proof 4 Let I, J be ideals in A.

We directly see that I -.J is closed with respect to addition. We can
check all other properties to see that this is an additive subgroup.

Now, let’s check the multiplicative property. Let a € A. We have:

k k k
aY wiyi=Y (aw)yi=Y zy; € 1]
— — ——~ —
=1 =1 =1
el
|
Property Let A be a commutative ring, and let I, J C A be ideals.
Then, I U J is not necessarily an ideal.

Proof We want to show that I U J is not an additive subgroup in general.

We do this using a counter-example.

o7
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Let I =3%Z C Z and J = 5Z C 7Z. Then, I U J is the multiples of 3
and the ones of 5:

TUJ = {0,£3,+5,46,+9,+10,...}

However, 34+ 5 =8 ¢ I U J. It is thus not an additive subgroup,
and not an ideal.

Example Let A=7,1 =6Z and J = 10Z. Then, the following are ideals:
1. INJ={z2€Z| z=06nand z =10m;n,m € Z} = lem(6,10)Z = 30Z.
2. I+J={6n+10m | n,m € Z} = ged(6,10)Z = 27, by Bézout’s theorem.

k k
3. IJ = {261‘1 <10y, | @i ys € Z} = {602.1‘1%

i=1 i=1

T, Yi € Z} = 60Z

Generalisation  We can generalise our result. Let n,m € Z*. The ideals I = nZ
and J = mZ generate:

1. INnJ =lem(n,m)Z
2. I+J=gecd(n,m)Z
3. IJ =nmZ

Remark Let I,J C A be two ideals. Then:

IJcinJclcl+J

By symmetry, we naturally also have

IJcinJcJcIlI+J

Example Let us consider the set of polynomials in one variable with real coefficients:
A=Rz] ={ao + a1z + ...+ anz" | ag,...,a, € R,n € N}

This is indeed a commutative ring: it closed under addition and multiplication,
which are commutative and associative, and we have additive inverses.

We can consider the set of polynomials divisible by (x + 5):
I'={(z+5)f(z) | f(z) € Rlz]}
And, similarly, the set of polynomials divisible by (z? + 2):
J={(z*+2)f(z) | f(x) € R[z]}
It is possible to verify that I and J are indeed ideals. Then, the following are ideals:

L INJ={(x+5)(z*+2)f(z) | f(z) € R[z]}
2. 1J is expressed as:

k
IJ= {Z(x +5) fi(x) (2® + 2)gi(z) | fi(z),gi(x) € R[x]}

= {(x+5)(x2 +2)f(:n) | flx) e R[x]}

3.1+ J={(x+5)f(x)+ (2> +2)g(z) | f(z),g(x) € Rlz]}. It seems like this
ideal contains many element, so we want to see if it contains 1, to see if it is
not proper. To compensate with the 22, we can let f(z) be degree one and
g(x) be degree zero. We can thus solve the following equation:

(z+5)(ax+b) + (2* +2)c=1
Doing so, we get that:

(x+5)(x — 5);—71 — (2 +2) (;71) =1 € R[z]

Thus, I + J = R[z].
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In some form, it would make sense to say that gcd(x +5,2% + 2) = 1. We will dig
into this later.

Monday 20*" November 2023 — Lecture 9 : Prof. de Lataillade

Definition: Ideal
generated by a
set

Definition: Prin-
cipal ideal

Example 1

Example 2

Theorem

Let (A, +,-) be a commutative ring, and S C A be a subset.

The minimal ideal I containing S, written I = (5), is the ideal generated by the
set S. It can be written as:

(S) = {Z a;S;

Remark We can also sometimes write:

a; EA,SZ' GS}

Let (A, +,-) be a commutative ring, and I C A be an ideal.
If I = (x) is generated by a single element, it is called principal. It can be written
as:
I={za|ac A}
Let (A, +,-) be a commutative ring. We consider the ideals {0} C A and A C A.
They are both principal:
{0} =(0), A=)

Let n € N*. We consider the ideal nZ C Z. 1t is principal:

nZ = (n)

Let (A, +,-) be a commutative ring.
(A,4+,-) is a field if and only if 0 and A are the only ideals in A.

Proof = We suppose by hypothesis that (A4, +,-) is a field. We consider an

arbitrary non-trivial ideal I # {0}. Our goal is to show that it is
non-proper.
We pick some arbitrary element a € I\ {0}. Since a # 0 and A is
a field, it means that there exists a multiplicative inverse a=! € A.
We thus get that a='a = 1 € I, by the multiplicative property of
ideals. However, this implies that I = A.

This indeed shows that any non-trivial ideal is non-proper.

Proof <« We suppose by hypothesis that {0} and A are the only ideals in
A. Let a € A\ {0} be arbitrary. We want to show that a has a
multiplicative inverse.

We consider the following ideal:
I=(a)={za]|zeA}

Since a # 0, we know I # {0}. This means that, by our hypothesis,
I = A. But then, since 1 € A, this means that there exists some
y € A such that xy = 1 by definition of I. y is an inverse of ,
ending our proof.

O
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4.3 Quotient rings over an ideal

Goal

Definition: Equi-
valence relation

Definition: Con-
gruence relation

Theorem

Example

Theorem
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We are interested by ideals because they play the role of normal subgroups for fields:
we can use them to get a quotient ring.
Let E be a set, and let ~ be a relation on FE.
It is named an equivalence relation if it follows the following properties for any
a,b,c e E:

1. (Reflexivity) a ~ a.

2. (Symmetry) If a ~ b, then b ~ a.

3. (Transitivity) If a ~ b and b ~ ¢, then a ~ c.

| Intuition Equivalence relations basically generalise the notion of equality.

Let (A, +,-) be a commutative ring, and let ~ be an equivalence relation on A.
It is named a congruence if, for any a,b, c,d € A such that a ~ b and ¢ ~ d, then:

a+c~b+d and ac~bd
Let (A, +,-) be a commutative ring.
We can construct congruences from ideals, and ideals from congruences:
1. Let I C A be an arbitrary ideal. Then, the relationa ~b <= b—a € lisa
congruence relation.

2. Let ~ be an arbitrary congruence relation in A. Then,  ={a € A | a ~ 0} is
an ideal in A.

Proof 1 It is possible to show that a ~ b is indeed an equivalence relation.

Moreover, we can check that this is a congruence. Indeed, if b—a € I
and d — c € I, then, since [ is an additive subgroup:

Isb—a+d—c=(b+d) —(a+¢) = b+d~a+c
We can use a similar argument to show that (b —a)(d —¢) € I.

Proof 2 Let a,b € A.

Our relation indeed makes an additive subgroup since, supposing
that a ~ 0 and b ~ 0, then a + b ~ 0. We also have the additive
identity 0 ~ 0, and the additive inverse —a ~ 0.

Moreover, this follows the multiplicative property. Indeed, if a ~ 0
and x € A, then:

r~r — ar~0r = ar ~0

Let us consider the congruences modulo n in Z:
a~b < JkeZ b—a=kn
The generated ideal is:

I={a€Z|a~0}=nZ=(n)

Let A be a commutative ring, and ~ be a congruence relation in A such that 1 ¢ 0.
Then, the set of congruence classes is a commutative ring:
def

A/~ =A/{z e A|x~0}

The elements are congruence classes @ = {z € A | x ~ a}, and we define:

G+b=a+b a-b=a-b
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Example 1

Example 2

Definition: Prin-
cipal ideal do-
main

Proposition

Proof We consider an arbitrary congruence class:
a={zr€A|z~a}

The operations are well defined since, for a; ~ as and by ~ by, we
have a1 + b1 ~ as + by and a1b; ~ asbs.

We notice that, importantly, 1 # 0. This means that 1 # 0,
which is important since we require for rings that the additive and
multiplicative identities are different.

O

Implication An ideal allows to create a congruence relation, which in turns
allows to create commutative rings. We can thus write A/ to mean
A/~ where ~ is the congruence relation generated by I.
Ideals allow to create commutative rings, just like normal subgroups
allow to create groups.

Let us consider Z/~ for the following relation:
a~b < dJkeZ, b—a=kn

Then, we have that:
Z)~=Z/nZ={[0),...,In - 1]}

We consider the ring of polynomials with real coefficients, A = R[z], and the ideal
generated by x? — 4:
I=((z*-4))

We can consider the commutative ring B = R[z]/I. In it:

+2)-(z+1)=22+3z+2=22+32+2—(22—-4) =32 +6

We also notice that  + 2 and & — 2 are non-trivial zero-divisors in B:

(z+2)-(z—2)=22-4=0

B is thus not an integral domain.
We notice that, in B, we have both any z € R and any polynomial of first degree
that all yield different congruence classes. Now, any polynomial with higher degree
can be turned into a polynomial of first degree or lower by using polynomial division
by 22 — 4. Therefore:

B = {ax—i—b ‘ a,beR}
Let (A, +,-) be an integral domain.
If all its ideals are principal, it is called a principal ideal domain (PID).

Remark This must not be mistaken with simple groups, which are a similar
but different notion for groups.

Summary To sum up, a PID is a commutative ring, without nontrivial zero
divisors, and such that every ideal is generated by a single element.

Let (A, +,-) be a commutative ring.
If it is a field, then it is a PID.

Proof We know a field has only two ideals, which are both principal:
A= (1) and {0} = (0).
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\ |
Proposition Z is a PID.

Remark We know that Z is not a field, showing that PIDs are not necessarily
fields. The converse of the previous proposition is thus wrong.

Proof Let I be an arbitrary ideal. We split our proof in two cases.
If I = {0}, then I = (0). This is indeed principal.
Let’s now suppose that I # {0}. Thus, we know that there exists
aa € I\ {0}. We know that this implies that —a € I, and thus
that |a| € I. It thus makes sense to consider the smallest positive
element of I, which we write d € I.
Let n € I be arbitrary. By Euclidean division, we know we can
write n = kd + r, where 0 < r < d — 1. By ideal properties, we
know that r =n —kd € I sincen € [ and kd =d+ ... +d € I.
However, since d is the smallest positive element of the ideal and
0<r<d-1, we get that r = 0. This tells us that any element n
can be written as n = kd for some k € Z. In other words:

I=(d)

O

Example Let a1,...,a, € Z. We consider the ideal generated by those elements, J =
(ai,...,a,) C Z. By our proposition, we know that J is principal. In other words,
it is generated by a single element.

It is possible to show that J = (k) where k = ged(ay, . - ., ay), by using induction on
n and Bézout’s theorem.

4.4 Ring homomorphisms

Definition: Ring Let (A, +4,-4) and (B, +p,-5) be commutative rings, and f : A — B be a map.
homomorphism ¢ 5 said to be a ring homomorphism if:

L. fla+ab) = f(a) +5 f(b)

2. fla-ab)=f(a) B f(b)

3. f(la)=1p
Property We notice that we always have that:
f(0) = F(0+0)=f(0)+ f(0) = f(04) =05
Moreover:

fla) = f(a) =0=f(0) = f(a —a) = f(a) + f(—a)

= f(=a) = —f(a)
Definition: Ring Let A and B be commutative rings, and let f : A — B be a ring homomorphism.
isomorphism If f is bijective, we call it a ring isomorphism. We then say that A and B are
isomorphic.
Property Let k € Z, and f : A+— B be a ring homomorphism.
Then:
f(k-lA)=k~1B
Proof Let’s first suppose that k = 0. Then:
f(0)=0
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Now, let’s suppose that k£ > 0:
f(]{i . 1,4) = f(lA + ...+ 1,4) = f(lA)+. . —|—f(1A) =1p+...+1p =klp

Finally, if £ < O:

J(k-14) = —f(lk| - 14) = —|k[1p = k1B

Definition: Sub- Let (B,+,) be a commutative ring, and C C B be a subset.
ring We say that C'is a subring if it is a ring with the same additive identity, multiplicative
identity, addition and multiplication (meaning that those operations are closed inside
).
Remark As we will see, this is a very strong definition; there will typically
not be many subrings.

Proposition Let f: A+— B be a ring homomorphism.
Then, ker(f) C A is an ideal and Im(f) C B is a subring.

Example Let C C Z be an arbitrary subring.
Then, we need to have:
0oeC, 1€C
This moreover yields that:
-leC

Moreover, we need to have:
n=14+1+...41€C

This means that any element = € Z is such that z € C, i.e. Z C C. Since we always
have C' C Z, we get that the only subring of Z is C' = Z.

Proposition Let n,m € N>o, and let f : Z/nZ — Z/mZ be a ring homomorphism. Then:

1. Im(f) = Z/mZ, which is the unique subring of Z/mZ.
2. m divides n.
3. This f is unique.

Proof 1 We know that Im(f) is a subring in Z/mZ. Moreover, we know that
[1],, € Im(f). But then, this means that:

k], =11, + ...+ [1],, € Im(f)

Thus, this means that Im(f) = Z/mZ, which is the only subring by
a similar argument as the previous example.

Proof 2 The existence of this ring homomorphism necessarily implies that:
[0],,, = f([0],,) = f([n],,) = f(n[1],) = nl1],, = [n],,
This means that m must divide n.

Proof 3 Finally, we know that f([1],)) = [1],,. Therefore:

F([K],) = F(RL,) = R0, = [k,

which is forced. This f is thus indeed unique.

Example 1 Let us consider a group homomorphism f : Z/10Z — Z/5Z.
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We necessarily have that:

Then, we have that:

ker(f) = {[0}, [5]} = ([5]), Im(f)=Z/5Z
There is no ring homomorphism f : Z/6Z — Z/12Z.

We can construct a unique ring homomorphism f : Z +— Z/67Z such that:

ker(f) = {0,£6,£12,...} = (6), Im(f) = Z/6Z

4.5 Characteristic of a ring

Proposition

Let (A, +,-) be a commutative ring.
There exists a unique ring homomorphism 7 : Z +— A.

Proof We know that we need:

Now, we know that, for any n € Z:
Tn)=7(n-1)=nlae€A

Therefore, 7(n) = nla € A is uniquely determined. We moreover
see that this is indeed a ring homomorphism since:

T(nk) =nkla=nla-kla=71(n)r(k)
]

Remark By construction of 7, the kernel is generated by a single element.
However, ker(7) # (1), because we know that 7(1) =1 # 0.
This tells us that ker(7) = (0), or ker(r) = (d) for some d > 2.

Definition: Char- Let A be a commutative ring, and 7 : Z — A be the unique homomorphism. Let

acteristic of a
ring

Example 1

Example 2
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d € Ng \ {1} be the number such that ker(7) = (d).
The characteristic of A is defined as:

c(A)=ca=d
| Remark By our remark in the previous paragraph, we always have d # 1.

We want to find the characteristic of R.
The unique homomorphism from Z is the following;:

T:Z+— R
n—n

ker(r) = {0} = (0), telling us that ¢(R) = 0.
We want to find the characteristic of Z/nZ, for n > 2.
The unique homomorphism from Z is:
T:Zv+—Z/nk
k— [k],

We notice that ker(7) = (n), and thus ¢(Z/nZ) = n.
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Generalisation

Example 1

Example 2

Proposition

Let A, B be commutative rings.
The direct product of A and B, is a ring over the Cartesian product of A and B:

Ax B={(a,b) | ac A be B}
The addition and multiplication are done componentwise:
(a1,01) + (az,b2) = (a1 +az,b1 +b2), (a1,b1) - (az,b2) = (a1 - az, b1 - b2)

Finally, the additive identity is (04,05) and the multiplicative identity is (14, 15).

We want to find the characteristic of A = Z/nZ x Z/mZ.
The unique homomorphism from Z is:

T:Z+—Z/nZ X Z/mZ
k— ([Kl,, [K],)

Thus, the kernel is generated by the smallest k such that:
7(k) = ([0],,,[0],,) <= k=0 (modn)and k=0 (modm)
Since k is the smallest number that has this property, k& = lem(m,n). This tells us
that c4 = lem(m, n).
Let A, B be rings such that c4 # 0 and cp # 0.
Then caxp = lem(ca, cp).

| Remark This generalises the previous example.

Let B =7 x Z/nZ. We want to find its characteristic. The unique ring homomorph-
ism from Z is given by:

(k) = (k, [K],,)
The unique case where 7(k) = (0,[0],)) is k = 0. Therefore, ker(r) = {0} = (0), and
thus cg = 0.

Let D = Z/nZ]x] be the ring of polynomials in  with coefficients in Z/nZ. We
want to find its characteristic.

The unique kernel homomorphism is:

Therefore, ker(r) = (n), telling us that ¢p = n.

Let A be an integral domain.
Then, c4 € PU {0} is either a prime or zero.

| Remark Since fields are integral domains, this property also holds for them.

Proof We do this proof by the contrapositive. We thus suppose that
ca = mk for m > 1,k > 1. We notice that 7(m) # 0 and 7(k) # 0
since, by definition, c4 is the smallest positive integer that maps to
0. Then:

7(m)7(k) = 7(mk) =0
——

£0 #0

This tells us that 7(k), 7(m) € A are non-trivial zero divisors.
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Converse The converse is wrong. Indeed, let p € P be a prime number. We
know that the characteristic of A = Z/pZxZ/pZ is cx = lem(p,p) =
p.

However, A has nontrivial zero divisors, such as (1,0) and (0,1):

Monday 27" November 2023 — Lecture 10 : Generalising Euclidean division

4.6 Chinese remainder theorem

Chinese re- Let A be a commutative ring, and I, J C A be ideals such that I + J = A.
mainder theorem Then, there exists a ring isomorphism defined by:
(CRT)

FrAJINT)—s AJI x AT

f&lrny) — (2] 2] ;)

This proposition is known as the Chinese remainder theorem (CRT).

Proof First, we notice that the map ¢ : [z],; — [z]; is a ring homomorph-
ism: it preserves all ring operations. This therefore implies that
f = ([z];,[x],) is also a ring homomorphism.
We now want to show that it is bijective. We begin by showing that
f is surjective. Let aj,as € A. We want to show that there exists
some a € A such that a = a; (modI) and a = ay (mod J). Since
I+ J = A, we have that a; — as € A can be written as:

. . . . def
a —ap = —1+) <= a1+l:a2+]:eﬂl

for some ¢ € T and j € J. We have indeed got that a = a; (mod I)
and a = ay (mod J), meaning that f is surjective.

We now want to show that f is injective. We keep our a = a1 +i =
az +j € A, and we let b € A such that b = a; (modI) and
b = ay (mod J). Then, by definition of quotient rings, there exists
i’ € I and j' € J such that:

b=a1+i'=ay+j = a-b=i—-i'=j—j5'€InJ
N =
el eJ
Therefore, [a];-; = [b];~,, meaning that f is indeed injective.

Since f is both surjective and injective, it is bijective. Since it is
also a ring homomorphism, it is a ring isomorphism.

(|
Corollary: CRT Let n,m € Z be coprime, i.e ged(n,m) = 1.
for integers Then, for any a1, as € Z, there exists some a € A such that:
a = ay (modn)
a = ay (modm)
The full set of solutions of this pair of congruences is {a + nmZ}.
Proof We know by hypothesis that gcd(n, m) = 1. This implies by Bézout’s

theorem that there exists x,y € Z such that:

zn+ym=1 = nZ+mZ=17
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Definition: Pair-
wise coprime

Theorem: Gener-
alisation

Example

since an ideal which contains 1 is non-proper.
By the CRT, we know that Z/((n) N (m)) ~ Z/nZ x Z/mZ. Thus,

for any pair ((a; modn), (a; modm)) € Z/nZ x Z/mZ, there exists
a unique a € Z/(nZ N'mZ) such that:

a =ay (modn), a=as (modm)

Now, an element of Z is equal to this a if and only if it is of the
form:
{a+ (n)N(m)} ={a+ nmZ}

where we used that lem(n, m) = = nm.

nm
ged(n,m)

Let dla--~7dr € 7.
We say that they are pairwise coprime, if ged(d;,d;) =1 for any i # j.

Let dy,...,d, € Z be pairwise coprime.
Then, for any aq,...,a, € Z, there exists a a € Z such that:

a = a; (modd,)

a = a, (modd,)

The full set of solutions is:
{a+(di---d.)Z}

Proof This proof can be done by induction. The base case was done by
the previous corollary, and, for the inductive step, we suppose that
we have a solution a; to the first k equations, and we construct a
ar+1 which is a solution to the first k£ 4+ 1 equations.

We want to find all solutions a € Z of:

a =2 (mod?5)
a= -1 (mod11)
a=3 (mod7)
a =0 (mod2)

Since {5,11,7,2} are pairwise coprime, we know that a solution exists by the CRT.
We need to find a particular solution. A good way is just guesswork. We notice that
a = 10 satisfies the last three equations:

10=3 (mod7), 10=0 (mod2), 10= -1 (mod1l)
By the CRT, We can therefore turn our system to the following equivalent one:
{a =2 (mod5)
a =10 (mod 154)
where 154 = lem(7,2,11) =7-2-11.

Now, to solve this, we can use a direct method. A solution is of the form:

a=154t4+10 =55+ 2 <= 154t —bs = —8

for some t,s € Z.

We can use the extended Euclidean algorithm, or we can notice that 154 is one
below a multiple of 5, i.e:

154-1-5-31=—-1 = 154-8-5-(31-8) = -8 = 154-8—-5-248 = -8
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We have thus got t = 8 and s = 248, telling us:
a =154t 4+ 10 =154 -8+ 10 = 1232 4 10 = 1242
By the CRT, it tells us that the full set of solutions is:
{1242 + 770Z}

where 770 =5-11-7-2.
In particular, this tells us that the smallest positive solution is 1242 — 770 = 472.

Algorithmic Note that we can solve this kind of problem using a more algorithmic
method method. We find a solution a; such that:

a; =1 (mod5)

a; =0 (mod 11) . {al =1 (mod5)

a; =0 (mod7) a1 =0 (mod11-7-2)

a; =0 (mod 2)

This can be easily done using the extended Euclidean algorithm.
Indeed, a; must be of the form:

a1 =5s+1=(11-7-2)t < bs— 154t =1

which can be indeed solved using this algorithm.
Then, we find a solution as such that:

as =0 (mod5)
az =1 (mod 11)
az =0 (mod 7)
as = 0 (mod 2)

Continuing this way, we then just have:
a = 2a; — az + 3as + Oay

Remark Explaining why a solution exists, describing the set of all solutions
and finding the smallest positive solution is a typical exam question.

Let A be a ring.

Its group of unit, written A*, is the subset of invertible elements with respect to
multiplication.

‘ Property 1 The group of unit is a multiplicative group.

Property 2 Let A, B be rings. Then:
(Ax B)" ~ A* x B*

Let A, B be commutative rings.

If A~ B are isomorphic, then A* ~ B* are also isomorphic.
Let n,m € Z such that ged(n, m) = 1.

Then, ¢(nm) = ¢(n)p(m).

Proof By the CRT, we know that Z/mnZ ~ Z/nZ x Z/mZ, which means
that:

(Z/nmZ)* ~ (Z/nZ x Z.)mZ)* ~ (Z/nZ)* x (Z/mZ)*
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However:
p(nm) = [(Z/nmZ)"| = |(Z/nZ)"||(Z/mZ)"| = p(n)p(m)

since isomorphic groups have the same number of elements.

O
Remark Together with the fact that p(p®) = p® —p2~! for p € P and a € N*,
it allows us to ¢(n) for any n for which we can find the prime
factorisation.
Proposition: Let n,m € Z.
Converse of the  [f 7 /nmZ ~ Z/nZ x Z./mZ, then ged(n, m) = 1.
CRT for integers
Remark This means that the converse of the CRT is true for integers. Note
that this is not true for any field.
Proof We know by hypothesis that Z/nmZ ~ Z/nZ x Z/mZ. Therefore,
their chacteristic must be equal:
nm = 7(Z/nm7Z)
= 7(Z/nZ x Z/mZ)
= lem(7(Z/nZ),7(Z/mZ))
= lem(n,m)
. nm
- ged(n,m)
However, this implies that ged(n, m) = 1, finishing our proof.
(Il

Example We know that, since ged(16,5) = 1 and 16 - 5 = 80, we have by the CRT that:

7./80Z ~ 7./167 x 7./57.

However, even though 8 - 10 = 80, we have by the converse of the CRT for integers
that:
7./807 # Z./8Z x Z/10Z

since ged(8,10) = 2 # 1.
4.7 Polynomial ring

Definition: Poly- Let A be a commutative ring.
nomial ring The ring of polynomials over A is:

Azl ={ao + a1z + ...+ apz”n € N,aq,...,a, € A}

with the usual addition and multiplication of polynomials.
Definition: De-  Let f(z) € Alz] be a polynomial.

gree If it is non-zero, the degree of f(x) = ag + ...+ agz” is defined as the largest n € N
such that a,, # 0. We note deg(f) = n.

We also define the degree of the zero-polynomial to be deg(0) = —oo.

Ezample We for instance have:

deg(3) =0, deg(3x2 — 5) =2
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Properties Let f,g € Alz] be polynomials. Then:

1. deg(f + g) < max(deg f,degg)
2. If A is an integral domain, deg(fg) = deg f + degyg

Proof 1 We know that deg(f + g) = max(deg f,deg g), unless deg f = degg
and a,, = —b,.
For instance, summing two polynomials of degree 2, we can get a
polynomial of degree 1:

(39&2 + 21“) + (—33:2 + 5) =2r+5
Proof 2 ‘We notice that:

f(@)g(x) = (ag + a1z + ...+ anx™)(bo + b1z + ... + bpz™)

"t lower degree terms

= apbmz
Let’s suppose that neither f nor g is 0. Since the degree of f is n
and the degree of g is m, we know that that a,, # 0 and a,,, # 0
by definition. Since A is an integral domain, a,b,, # 0, and thus
f(z)g(x) has degree n + m.
Now, if f or g is the zero polynomial, then fg = 0. However, then,
our property reads:

—00 = —00 + ¢

for some ¢ € NgU{—o0}, which we take as a definition (which makes
sense). This justifies the definition deg(0) = —oo.

]

Proposition Let A be an integral domain.
Then:

1. A[z] is an integral domain.
2. The units of A[z] are the units of A.

Proof 1 Let’s suppose that f(z)g(x) = 0. This means that:
deg(fg) = —oo

However, we also know that deg(f) + deg(g) = deg(fg) since A is
an integral domain. If both deg(f) and deg(g) are finite, then their
sum is also finite. This requires that either is —oo, telling us that
f(z) = 0 or g(x) = 0. This implies by definition that A[x] is an
integral domain.

Proof 2 Let’s suppose that f(z)g(x) = 1. This means that:
deg(fg) =0

However, we also know that deg(f) + deg(g) = deg(fg) since A is
an integral domain. If any of the terms is —oo, then the sum will
also be —oo. If either one is strictly positive, then their sum will
also be strictly positive. This therefore means that they are both
constant. In other words, f(z) = ag and g(x) = by, which are such
that ag - bp = 1 in A.

O
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Example

Theorem: Euc-
lidean division in
polynomial fields

For instance, the following rings are integral domains:

However, Z/6Z[x] is not an integral domain. We for instance have that (2z)(3z) =0
where 2z # 0 and 3z # 0.

Let F be a field, and let f(z),d(x) € F[z] such that deg(d) > 1.
Then, there exists polynomials ¢(x),r(z) € F|[x] be such that:

f(@) = q(x)d(x) + r(z)
where r(z) = 0 or deg(r) < deg(d).
Proof Let’s first suppose that deg(f) < deg(g). Then, we can take:
f(@) =0-d(z) + f(z)

Let’s now suppose that deg(f) > deg(g). The idea is that we can
use the regular polynomial division algorithm. Let’s describe it
formally. We can write:

f@y=ao+...+apa™
d(x) =by+ ...+ bya”
We now construct the following polynomial:

pi(@) = fz) — d(z) - 2 gm—n

where $2 = a,,b, " € F since it is a field.

If deg(p1) < deg(f), we are done. Otherwise, we can can repeat:

Am— m—n—
pa() = pi() - d(a) e

= f(z) — d(x)‘;)ﬂzm*” - d(a:)%w*”*1

The sequence of degrees is strictly decreasing, so, at some point, the
process terminates with a p(z) = f(x) — d(z)g(x) such that:

O

Remark As mentioned above, this is just the regular polynomial division
algorithm. For instance, if we have f(z) = 325 + 2% — 222 + 1 and
d(z) = 22 — 2, we have:

25+ x> 26+ @d&)
T -2+ 7{x/
A=
— 2%+ /x|
=2 1Y

L)
rx)

where, for example, the first term of q(x) was chosen to be 3z3
since 33 (332 - 2) = 32° + ..., which allows to decrease the degree

of f(x).
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This allows us to write:

f(x) = d(z)q(x) + r(z)
32" +2° —22° + 1 = (2° - 2)(32° + Tz — 2) + (142 — 3)

4.8 Euclidean domains

Definition: Euc-
lidean domain

Proposition

Corollary

Proposition

72

Let A be a commutative ring.
It is said to be a Euclidean domain if:
1. A is an integral domain.

2. There exists a function v : A\ {0} — N such that for any a,b € A where
b # 0, there exists ¢, € A such that:

a=qgb+r
and either r = 0 or v(r) < v(b).

Intuition This generalises abstractly any space which admits a Euclidean
division.

Ezample We can for instance consider the following Euclidean domain, which
is the main one we have been worked with since the beginning of
the course:

Z, v(n)=|n|

Tt is also possible (though harder than exam material) to show that
the following integral domain is a Euclidean domain:

Z[il={a+1ib|a,beZ}, v(ia+ib)= la+ib|* = a® + b?

Let A be a field.
Then, A is a Euclidean domain.

Proof For any a,b € A, we can find a ¢ € A such that:
a=qgb+0=qb

We can therefore take v to be any function.

O
Let F be a field.
Then, F[z] is a Euclidean domain.
Proof We can just take v = deg.
Then, given f(z),d(x) € Flz], we know that we can find ¢(x),r(z)
such that
f(@) = q(x)d(x) + r(z)
where 7(z) = 0 or deg(r) < deg(d).
O
Let A be a Euclidean domain.
Then, A is a PID (principal ideal domain).
Proof Let E be a Euclidean domain of function v, and I C E be an ideal.

If I = {0}, then we directly have I = (0).

Let’s now suppose that I # {0}. We can pick a d € T\ {0} such
that v(d) is the minimum on I. Now, let a € I be arbitrary. This
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Remark

yields that there exists ¢, r such that v(r) < v(d) or r =0, and:

a=qd+r = r=_a — qd €1
—~
el eI

However, since r € I and we picked d such that v(d) was the
minimum on I, we cannot have v(r) < v(d). This means that r = 0,
and thus that:

a=qd = I=(d)

Any ideal is principal, showing this is indeed a PID.

]

Remark This for instance implies that, for a field F, F[x] is a PID, i.e. all

its ideals are generated by a single element.

We have proven the following inclusions:

Fields C Euclidean domains C PID C Integral domain C Commutative rings

We have the following examples:

1.

Fields:
R, C, Z/pZ

for p € P prime.

. BEuclidean domains that are not fields:

Z, R[z]

PID that are not Euclidean domain: “They exist, but don’t worry about it.”
Integral domains that are not PIDs:

Rz, y]
Commutative rings that are not integral domains:
Z/nZ

for n € N> \ P composite.

Monday 4" December 2023 — Lecture 11 : Polynomials don’t appear so strong yet

Definition: Divis- Let A be a commutative ring, and a,b € A.
We say that a divides b, written a | b, if there exists a ¢ € A such that:

ibility

b=ac

Definition: GCD Let A be an integral domain, and a,b € A.

We say that d is a greatest common divisor of a and b, written d = ged(a, b) if
d|a, d|band, for any ¢ € A such that ¢ | a and ¢ | b, then ¢ | d.

Definition: LCM

| Remark This is not unique in general.

Let A be an integral domain, and a,b € A.

We say that ¢ is a least common multiple of a and b, written ¢ = lem(a, b), if
al| ¢, b| ¢ and for any m € A such that a | m and b | m, then ¢ | m.

| Remark This is not unique in general.

73



Algebra

CHAPTER 4. RINGS AND FIELDS

Definition: Asso- Let A be an integral domain, and a,b € A.

ciate elements

Proposition

Proposition

Example 1

Example 2
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a and b are said to be associates if there exists a unit ©v € A* such that:
b=au
Or, equivalently, if there exists a unit v € A* such that:

a = bv
Let A be an integral domain, and a,b € A\ {0} be nonzero elements.

e If dy,ds are ged(a, b), then di and dy are associates.
e If /1,45 are lem(a,b), then ¢; and ¢y are associates.

Proof 1 Since dy | a,b and ds is a ged, we know by definition that dy | dy
and thus that d; = xdy for some x € A. Doing the same reasoning,
we get that dy = zd; for some z € A. This yields:

dy =xds =x2dy = di(1—22)=0

However, since this is an integral domain, one of the two terms is 0.
Since d; # 0 by definition of the ged, we get:

l—22=0 = xz=1

showing that both x and z are units. This indeed means that d;
and ds are associates, by definition.

Proof 2 The case for lems is similar.

Let A be a PID and f, g € A.
f and g are associates if and only if:

(f) = (9)

Proof = We know by hypothesis that f and g are associates, i.e. that there
exists a unit u such that:

g=uf

This however means that g € (f) and thus (g) C (f).

We can do the exact same reasoning from the fact that f = u=lg
to get that (f) C (g). This indeed yields that:

Proof <« This case is left as an exercise to the reader.
O
Let us consider A = Z. The only units are {—1,1}.
We therefore get that n,m € Z are associates if and only if |n| = |m|. And, we do

have that:

Let F be a field, and A = F[z].

The units of A are the non-zero constants since all non-zero elements of a field are
invertible, i.e. A* = F* = F\ {0}. This means that f(z) and g(z) are associates if
and only if there exists a a € F* such that f(x) = ag(x). We do also have that:

(f(2)) = (af (z)) C Fla]
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Properties Let E be a Euclidean domain, and a,b,c € E \ {0}.

Then:

1. ged(a, b

(b) = (ged(a, b))
b) = (Iem(a, b))

2. (a)

+
3. (a)N(

can be found by the Euclidean division algoriithm.

4. If ged(a, b) = 1 and ged(a, ¢) = 1, then ged(a, be) = 1.
5. If ged(a, b) = 1, then lem(a, b) = ab.

Chinese re- Let E be a Euclidean domain, and my,...,m, € E such that ged(m;, m;) =1 for
mainder theorem any i,j such that i # j.

Then, the following function is a ring isomorphism:

Proof idea

f:E/(mi--mp)— E/(mq) X ...x E/(m,)

#mmny — (s #lmny)

We first notice that this is a ring homomorphism by construction,
using a similar argument as in the proof of the CRT for two factors.

We now need to prove bijectivity. Let’s begin with surjectivity. By
the CRT for 2 factors, we know that there exists a5 € F such that:

a2 = a1 (modmy), a1z = as (modmsy)

) =

Since ged(mq, ma) = 1 by hypothesis, this means that (mq)+(ms
=1 by

E. We moreover know that ged(ms,my) = ged(ms, ms)
hypothesis. By one of our properties, we know that:

ged(mg, mime) =1

But then, this means that (ms) + (mimse) = E. We can thus again
use the CRT for 2 factors, to get that there exists aj23 € E such
that:

a123 = a1z (modmims), ajez = ag (modmy)

We can continue until we get all congruences, showing surjectivity.
Let’s now show injectivity. We thus suppose that, for all i:

a = a; (modm;), b=a; (modm;)
However, this means that a — b = 0 (modm;) for any 4. This
implies by definition of quotient rings that a — b € (;_,(m;) =
(lem(ma, ..., m,)). However, since ged(m;, m;) = 1, we get that:
a—be(my---my)
Now, by definition of quotient rings, we indeed get that:
a=b (modmy---m,)

showing injectivity in E/(my ---m,.).
Since this map is both injective and surjective, it is bijective. Since
it is moreover a ring homomorphism, it is a ring isomorphism.

Corollary Let F be a field, and {fi(z),...,fr(x)} C F[z] be polynomials satisfying
ged(fi(x), fi(x)) =1 for any i # j.

Then:

Flz]/(fr(@) - fr(2)) = Fla]/(fi(x)) x ... x Fla/(f(2))

(0]
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We know that ged(f(x), g(x)) is not unique. However, since any ged are associates,
they are determined up to a nonzero constant in F'. There therefore exists a unique
ged with leading coefficient equal to 1. This yields the following definition.

Let F be a field, and f(x) € F[z].
f is said to be monic if its leading coefficient is 1.

Remark By our observation, for any nonzero f(x), g(x), there exists a unique
monie ged(f(z), g(x)).
We want to find the monic ged(f(z), g(z)) where:
flx)y=a -3 +322 +22 -5, gx)=2"—-22+1

As usual, we use the Euclidean algorithm. Doing regular polynomial division, we
get that:
et — 23+ 322 4+22 -5 = (x2—2m+1)(x2+x—|—4) +9r -9
~——
=ry
Then:

1 1
2 _ _ _ 2.2
x*—2x+1= 9z 9)<9z 9) +_ 0

=ro

Since we have found a rest of 0, we finished the algorithm. This means that:
ri =9z — 9 = ged(f(x), g(x))

We however want a monic ged, so we divide by the leading coefficient, giving that
the monic ged of f(z) and g(x) is:

1
§(9x—|—9):m+1

| Remark This is a typical exam question.

4.9 Solving systems of congruences of polynomials

Goal

Example

76

We want to find a way to use the CRT to solve systems of congruences of polynomials.

Let F3 = {0,1,2} = Z/3Z be a field. We consider F3[x]. We want to find all
solutions of the following system of congruences:

f(x)=2+1 (moda? +1)
f(z) =1 (modx)
f(x) = —z (mod2? — 1)

We first notice that (

that ged(g1(z), g2())
a(z)gi(z) + b(z ) o(7) =

24 ) r and (a: — 1) are pariwise coprime. Indeed, we know
= 1 if and only if there exists a(z),b(z) € Fs[x] such that
1. With a bit of trial and error, we indeed find that:

(+1) 1+ (x)-22=1
(x2+1)-2—|—(a:2—1)-1:1
(2> —1)-2+(2) - z=1

Since they are pairwise coprime, the CRT tells us that there exists solutions of the
form:

a(z) +k(z® +1)(2* — 1)z, ke,
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General method
for two equations

General method

We now need to find such a a(x). We start with 2 congruences:

f()
/()

We therefore try to find h(x), g(x) such that:

r+1 (modx? + 1)
1 (mod x)

f(@)= (2 +1)h(z) + (z+1) =zg(z) + 1 (x2 +1)h(z) — zg(z) = —z
However, we have already found that:
(®+1) 1+ (x)-22=1
Therefore, multiplying both sides by —x:
(2 +1) (—z) +z (-22°) = -2
——
From this, we can deduce that, modulo a?(xQ + 1):
fl@)=(2*+1)h(@)+ (z+1) = (2®+1)(-2)+2+1=—-2+1
We can simplify it to get that:
f(z) =241 (mod2® + z)

Now, taking back the third equation, we have the following system of equations:

f(x) =2z +1 (modz® + x)
f(x) = —x (moda? — 1)

We can repeat the exact same method to solve this, which gives:

f(z) = 2% +22% + 2% + 1 (mod z® — x)

Let’s generalise the previous example. We suppose that we have the following system
of equations:

{f(x) = Iy () (mod g (z))
ha(2) (mod go(x))

where ged(g1,92) = 1.
Then, we know that there exists ¢1(x), t2(x) € F|x] such that:

ti(x)g1(x) + ta(x)g2(z) =1

which we can find using the Euclidean algorithm backwards, just like integers; or by
guessing, which is typically faster.

But then, the following is a solution:
f(@) = ha(w)ta()g2(x) + ha(2)t1(2)g1(7)
Indeed, using the fact that ¢, (z)g1 () + t2(x)ge(z) = 1:
f(@) = hi(2)(1 = t1(2)91(2)) + ha(2)ta2(2)g2(x) = f(2) = ha(x) (mod g1 (x))

f(@) = ha(@)tz(2)g2(2) + ha(2)(1 = t2(2)g2(2)) = f(2) = ha(x) (mod ga(z))

Let’s now suppose that we have a general system of equations f(z) =
h;(z) (mod g;(x)) for pairwise coprime g;(x).

7
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We define G(z) = g1(x) - - gr(z) and G;(x) = g((z)) By hypothesis, we have that

ged(Gy, gi) = 1 for any i. This means that, for all 4, there exists some t;(x), s;(x)
such that:

ti(2)Gi(2) + si(2)gi(z) = 1
which we can again find using the Euclidean algorithm, or by guesssing.
Our answer can then be expressed as:

f@) = hi(@)Gi(x)ti(x)
=1

Ezample Let us consider » = 3. Then:

f(x) = (M Gty + haGaty + h3Gsts)(x)
= (hi(1 — g151) + hoGata + h3Gsts)(x)

which indeed implies that:
f(z) = ha(z) (mod gi(z))

This is similar for ho(x) and hs(x).

We consider again the following system of equations in Fs[x]:

f(x)=2+1 (moda? +1)
f(z) =1 (modx)
f(r) = —x (modz? — 1)

By construction we have:
Gi(z)=z(2* 1) =2 -z

Go(z)= (2 +1)(2* - 1) =2" — 1

Now, we know that the solution is:

3
f(z) = Zhi(x)ti(ﬂc)Gi(m)
= (z+ 1)(—z)(z3 - 17) +1(-1) (x4 — 1) + (—x)(—=x) (:z:3 + 1:)

=zt + 23 +22 41

This is a solution modulo x(m2 — 1) (x2 + 1) = 2° — x, meaning that the set of all
solutions is:
{a* +22° + 2* + 1+ (2° — 2)k | k € F3[a]}

We can verify this using polynomial division.
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4.10 Irreducible elements and maximal ideals

Definition: Irre-
ducible element

Example

Definition: Max-
imal ideal

Theorem

Let A be a commutative ring, and ¢ € A.
c is irreducible if it has all the following properties:

1. ¢ #0.
2. cis not a unit.
3. For any a,b such that ab = ¢, then either a or b is a unit.
Personal re- This can be understood as some kind of generalisation of prime
mark numbers. This is not completely true since “prime elements” are
defined differently and are a different concept. However, irreducible

elements share some properties with prime numbers that allow us
to make a link between them for intuition.

Let us consider A = Z/97Z. We know that the units are:
A" ={[1], (2], [4], 5}, [7], [8]}

The candidates for being irreducible elements are [3] and [6]. We consider the
products of non-units non-zero elements:

This means that, if ab = [3], then either a or b is a unit; it is impossible that they are
both non-unit; and similarly for [6]. This means that both [3] and [6] are irreducible.
Let A be a commutative ring, and I C A be an ideal.

I is said to be maximal if I # A and there is no ideal J C A such that:

ICJCA
Let A be a PID, and p € A.
p is irreducible if and only if p # 0 and (p) is maximal.

Proof = Let p be an irreducible element. We suppose towards contradiction
that there exists an ideal J C A such that:

(p)cJCA

Since A is a PID, we know there exists a d such that J = (d). Since
(p) C J, we know p € (d) and thus p = dt for some t € A. However,
since p is irreducible, we have two cases. If d is a unit, this yields
that d and 1 are associates and thus (d) = (1) = A. If however ¢t is
a unit, we get that d and p are associates and thus that (d) = (p).
In both case, it contradicts they hypothesis that (p) C J C A.

Proof <= We do this proof by the contrapositive. We therefore suppose that
p is not irreducible, i.e. that there exists y, z both non units such
that p = yz. We want to show that (p) is not maximal.

By construction, we have that:

(p)C(y)cA

Since y is not a unit, (y) # A. We still need to show that (p) # (y).
This is true since, otherwise, y = pt, which would yield that:

p=yz =ptz = p(lftz):()li;)tz:l = z is a unit

This means that:

P clcA
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which indeed shows that (p) is not maximal.

O

Monday 11** December 2023 — Lecture 12 : And now they do

Proposition Let A be a commutative ring, and I C A be an ideal.
I is maximal if and only if A/I is a field.

Proof = We do this proof by the contrapositive. We therefore want to show
that A/I is not a field implies that I C A is not maximal.
Since it is not a field, there exists some non-zero non-unit [b] € A/I.
Our goal is to show that J = I + (b) is such that I C J C A.
By definition of quotient rings, we know that [b] # [0] < b ¢ I.
We moreover trivially now that I C J = I + (b). This directly gives
us that I C J.
Since J is an ideal, we also know that J C A. Let us therefore
suppose towards contradiction that J = A. This yields that 1 €
J =TI+ (b) and thus, by definition of the addition of ideals and of
(b), that there exists some a € I and y € A such that:

a+by=1

This however implies that [by]; = [1];, showing that [b] is a unit in
A/I, which is a contradiction.
We have therefore indeed constructed a J such that I C J C A.

Proof <= We will only do this proof for PIDs, but this is valid for any com-
mutative ring.
We consider two cases. We first suppose that I = (0). This means
that A/T = A; which is a field by hypothesis. This means that any
be A\ {0} is a unit in A, and thus that (b) = A. Since adding any
non-zero element of A to the ideal makes it non-proper, this indeed
means that (0) is maximal.
We now consider I = (a) for some a # 0. We do this proof by the
contrapositive, i.e. we suppose that (a) is not maximal and we want
to show that A/T is not a field. Since (a) is not maximal, there must
exist some b € A such that (a) C (b) C A. This however means that
a € (b) and thus that a = bt for some t € A. We want to show that
[b], [t] # [0] since they would then represent zero-divisors in A/(a).
We directly notice that [b] # [0] by definition of quotient rings, since
b & (a). Now, let us suppose towards contradiction that ¢ € (a).
This means that there exists some s € A such that:

t=sa = a=b=bsa <= a(l—bs)=0
Since we are considering a PID, this is an integral domain. We have
moreover seen that a # 0, telling us that:
1-bs=0 < bs=1

However, this means that 1 € (b), which implies that (b) = A. This
is our contradiction.

This allows us to know that [b] and [¢t] are non-trivial zero-divisors
in A/(a):

(0] (o) [t] (@) = [bt] () = [0] )
This shows that A/(a) cannot be a field.
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Personal re- This is analogous to the following proposition we already saw: p € P
mark 1 is prime (which, in this context, is equivalent to it being irreducible
and thus that (p) is maximal) if and only if Z/pZ is a field.

This is one of the observations that justify my remark on the
definition of irreducible: even if irreducible elements are not exactly
prime elements, we can make a link between them to get a stronger
intuition.

Personal re- I thank Zichen Gao for their help on these proofs:
mark 2

https://edstem.org/eu/courses/719/discussion/83995
Corollary Let F be a field, and f(z) € F[z] be a polynomial.
Flz]/(f(z)) is a field if and only if f(z) is irreducible.

Goal We therefore now want to understand when a polynomial is irredu-
cible.

4.11 Irreducible polynomials

Theorem: Poly- Let F be a field, and f(z) € F[z] be a polynomial of degree 1.

nomial irreducib- Then, it is irreducible in F [x].

ility 1

Proof Let f(z) be a polynomial of degree 1. Let’s suppose that there
exists g(z), h(z) such that:

This yields that:
l=degf =degg+degh

This means that one of g(z) and h(z) has degree 1, and the other
has degree 0. However, degree 0 means that it is a constant, and
therefore a unit since we are working over a field . This means
that f(x) is irreducible by definition.

|
Theorem: Poly- Let F be a field, and f(z) € F[z]| be a polynomial of degree 2 or 3.
nomial irreducib- (3 is irreducible in F[z] if and only if it has no root in F.
ility 2
Proof = Let f(z) be a polynomial of degree 2 or 3, which is reducible. This

yields that there exists g(z), h(x) both non-units such that:

Since they are not units, they cannot have degree 0. This means
that one of them has degree 1 and the other has degree 1 or 2.
We suppose without loss of generality that g(x) has degree 1, i.e.
g(x) = ax +b for some a,b € F and a # 0. However, we then notice

that x = —g is a root:

-2 -0o(D)-
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Remark This is not true for polynomials of degree strictly greater than three.
Indeed, for instance, (22 + 1) (22 4 2) has no roots in Q, but it is
not irreducible.

We consider the commutative ring Q[z]. Let f(x) € Q[z] be a polynomial with
integer coefficient:
f(z) =apa” + ...+ a1 + ag € Zx]

If o € Q is a root of f(x) with reduced fraction form o = %, then s | a,, and r | ao.

Proof ‘We notice that:

r
0= f(f)s" =apr"+ ... +ars" 4 ags™
s

Since r divides the left hand side and all terms of the right hand
side except possibly ags™, we must have r | ags™. However, since
T

 is a reduced fraction we get that ged(r,s) = 1 and thus that r
cannot divide s™. This indeed yields that r | ao.

For a similar reasoning, s divides everything of the right hand side
except possibly a,r™, meaning that s | a,.

O

Implication This allows us to find rational roots of polynomials with integer
coefficients: we only have few terms to verify.

Personal re- To recall if s | a, or s | ag, one can think of a simple example such

mark: Mne-  as 22 — 4. The roots are +2, telling us indeed that +£2=r|ag =4

monic and 1 =s|a, =1.
Let f(x) =ao+ ...+ apz™ € Z[z] be a polynomial such that:
ged(ag, ... an) =1
Also, let p € P be a prime such that p | a; for all 0 < i < n —1, but pf a, and

P’ £ ao.
Then, f(z) is irreducible in Q[x].

‘ Proof This proof is available in the course notes on Moodle.
We consider the following polynomial over Q[z]:

g(x) =22% +42® + 11z + 1
We know that, if £ € Q is a root, then r | 1 and s | 2. We therefore have:

re {41}, se{+l1,+2}

a="¢ {j:l,il}
S 2

However, checking all the four values, none of them is a root. Since degg = 3 and it
has no roots, it is irreducible.

This yields:

Let us consider the following polynomial over Q[z]:
fx) =725 + 212* + 1227 + 92 4 3

Since this is of degree greater than 3, we cannot use the same strategy. Even if we
find that it has no root, it would tell us no information on whether f(z) is reducible.
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Example 3

Proposition

Example 1

We therefore want to use Eisenstein’s criterion. We find that p = 3 € P works:
3/7, 3|21, 3|12, 3|9, 3|3, 9/)3

By Eisenstein’s criterion, this means that f(z) is irreducible in Q[x].

Let p € P. We consider the following polynomial over Q|x]:
gla) =a* —p
This is irreducible by Eisenstein’s criterion. Indeed:

p/L plp, P*)p

Remark However, the following polynomial is not irreducible:
hiw) =2 = p* = (a" = p) (=" + p)

All hypotheses of Eisenstein’s criterion apply, except that p? / a3.
This show that this hypothesis is very important.

Let F be a field with ¢ elements, f(x) € F[z] be of degree n, and K = F[z]/(f(x)).

If f(x) is irreducible, then any element of K has degree n— 1 or less, i.e. any element

has the form:

ag+ a1 T+ ... +an 1" "

where a; € F and 7' = {2' + f()g(z) | g(z) € F[x]}.
Moreover, the field K has ¢™ elements.

Proof idea We can use Euclidean division to find:

a(x) = f(z)q(x) +r(z)

where f(z)g(z) € (f(z)) and degr <n — 1.

Then, we have ¢ choices for ag, g for a;, and so on until a,_1;
showing that K has ¢" elements.

We consider the following polynomial over Fy = Z/2Z = {0, 1}
f(x) =2 + 2% + 1 € Fa[x]

We notice that f has no roots in Fo, trying all elements of the set: f(0) = f(1) = 1.
Moreover, since deg f = 3, it is irreducible.

Now, let us consider K = Fy[z]/(f(z)), which we know is a field since f(x) is
irreducible. We also know that:

K| = [Pl = 2° =8
Furthermore, any element of K has the form:
at? +bT+¢, a,bcelFy
This means that:
K={01,777+1,7°+ 1,72 +7,2° + T+ 1}
It is quite surprising that K is a field; it might not appear at first that all its non-zero
elements must have an inverse. Note that we know that Fy[z] is definitely not a

field on the other hand since, for instance, x has no multiplicative inverse. Let’s find
the inverse of 7.

We know that ged (33, 3 4+ 22 + 1) = 1 by construction of K (otherwise, T would
not have an inverse). This means that there exists h(x), g(z) such that:

zg(z) + (2° + 2® + 1)h(z) = 1
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Doing guesswork, we can find that:
x(x2+m) + (ac3+ac2—|—1) =23 22 +1=1

over [Fs.
This means that, indeed, T has an inverse, which is:

@) =T +TEK
| Remark This is a typical exam question.

Let’s consider the following polynomial, over the field F' = R:
flz)=2*+1

This yields that K = R[x]/(x2 + 1) is a field. This is in fact also a vector space of
dimension 2 over R, with all elements of the form:

{a +bT | a,b € R}
We moreover notice that:
=7 (°+1)=-1

We notice that this has the structure of C. We managed to construct this set
algebraically.

We have seen the great power of polynomials: given some field F', they allow us to
create a bigger field F[z]/(f(x)). I definitely did not see that coming!

4.12 Finite fields and their classification

Fundamental the- Let F be a field, and f(x) € F[z] be a polynomial of degree n = deg f.

orem of Algebra

Proposition
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If f is non-zero, then it has as most n roots.

Proof idea Let a1 € F be a root of f(z), i.e. f(a;) =0. Then, doing Euclidean
division, we can find that gs(z) = af:(? has a rest of 0. Now, we
again take ag € F to be a root of go(x), and compute g3(z) =
Every iteration, we decrease the degree of gr by 1. We cannot
decrease the degree of a constant polynomial, there can therefore

be at most deg f = n roots.

We stop when g has no root.

Remark Over rings that are not fields, polynomials of degree m may have
more than m roots. Indeed, let’s consider the following polynomial
of degree 2 over Z/8Z:

flx)=2%—-1

It has 4 roots:

{[11, 3], 31, [7]}

Let K be a finite field.
Then, its group of units, K* = K \ {0} (a field only has 0 as non-unit) with
multiplication, is cyclic.

| Proof Let n = |K*|.
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Example

Proposition 1

Remark

We moreover know that (K*,-) is a finite Abelian group, it has all
properties thanks to the definition finite fields. We can therefore
express it using invariant factors:

K*’chl ><...><Cds

where d;y | ... |ds and dy - - - ds = n.
Let m = ds. We notice that this is the maximal order of an element
of K*, since m = lem(dy,...,ds). However, since the order of an

element is less than or equal to the order of the group, we have that
m <n.

Moreover, t™ = 1 for any t € K*, since dy,...,ds—1 | ds. This
yields that the elements of K* are solutions of t"* — 1 = 0. However,
a polynomial of degree m has at most m roots in a field by the
fundamental theorem of Algebra. This yields that n < m.

Putting those two facts together, we get that n = m. Since also
dy ---ds = n, this forces s = 1. This indeed means that K* ~ C,,
is a cyclic group.

O

This is again not true over rings that are not fields. For instance,
the group of units of Z/8Z is not cyclic:

(z/82)" = {[1],[3], [5], [7]} = C2 x C2 # C4
which we can show using the following isomorphism:

L= (L) =3B, (1) =B (¢1) = [7]

Let us consider the following polynomial over Fs[z]:

flx)y=2>+2*+1

We have already shown that K = Fa[z]/(f(z)) is a field in a previous example.
Therefore, K* is cyclic. Since |K| =8, we have that |K*| = 7, and thus:

We found that:

K*§C7

K={0,1,7,72,7+1,7° + 1,7° + 7,7 + T+ 1}

Let us check that T € K* is indeed a generator of K*:

72, =241, T=T+7T+1, P =T+1, =747 T =1

where we used that:

‘ Remark

=72 -1=72+1

This is a typical exam question.

Let K be a finite field.
Then, the characteristic of K is a prime number:

‘ Proof

co(K)=peP
We do this proof by the contrapositive.
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Thanks to the characteristic, we know that there exists a ring
homorphism 7 : Z — K such that 7(1) = 1. Moreover:

T(m)=m-1

We know that the characteristic of an integral domain is either a
prime or 0. Now, if the characteristic is 0, then 7(m) # 0 for any
m € N. This yields that K is infinite.

Let K be a finite field of characteristic ¢(K) = p.

Then, K contains a subfield isomorphic to Z/pZ et F,.

Proof idea Let 7 : Z — K be the usual characteristic homomorphism. We
know that « = p is the smallest positive integers such that 7(z) = 0,
since ¢(K) = p.
This means that 7 : Z/pZ — 7(Z/pZ), the restriction of 7 to
Z/pZ, is injective. We can verify that this is also a homomorphism,
which is surjective by definition of its image. This yields that
T7(Z/pZ) ~ Z/pZ.

Let K be a finite field of size | K| = p.
Then:
K~F,

| Remark This means that the finite fields of a prime size are always unique.

Let K be a finite field of characteristic ¢(K) = p.
Then, |K| = p™ for some n € N*. Moreover, K is a vector space over F,.

Let p € P be a prime, and n € N*,

There exists a finite field K with | K| = p™ and an irreducible polynomial f(z) € F,[x]
such that Fp[z]/(f(x)) ~ K.

If g(z) is another irreducible polynomial of degree n over Fy, then:

K ~Tpz]/(f(z)) =~ Fpla]/(9(x))
To sum up, we have seen the following (very powerful) classification of finite fields:

1. For any prime p and any n > 1, there exists a unique field F» of p” elements.
It has a characteristic ¢(Fpn) = p.

2. For n = 1, this unique field is isomorphic to F,, ~ Z/pZ.

3. For n > 1, this unique field can be constructed as a quotient Fp» ~
F,lz]/(f(x)), where f(x) is any irreducible polynomial of degree n over F),.

Let us consider the following polynomials over Fo:
f@)y=2*+22+1, gx)=a>+z+1

Then:

Faola]/(f(x)) ~ Falx]/(9(z))
which have size 23 = 8.
We will find an explicit isomorphism in the problem set 13.

Over F,, there exists an irreducible polynomial of any degree n € N>;.

Remark This may however fail for fields of characteristic 0. For instance, over
R, the only irreducible polynomials are of degree 1 or 2. Similarly,
over C, polynomials are irreducible if and only if they are of degree
1.
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On the other hand, for Q, we can always take x™ — p, which is
irreducible in Q by Eisenstein s criterion.

Definition: Al- Let F' be a field.

gebraically If its only irreducible polynomials are of degree 1, it is called algebraically closed.
closed field

Ezample C is algebraically closed, but R, Q and F,, are not.
Remark We know that F, = Z/pZ. We may therefore wonder whether Z/p"Z and Fy» are
isomorphic.

However, we directly notice that Z/p"Z is not a field.
For instance, Z/47Z has zero-divisors: [2] - [2] = [0] for example. Another way to see
this is not a field is to see that it has a characteristic 4, which is not a prime.

This means that:
Fprn 2 Z/p"Z
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