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Course material

Probability constitutes roughly the first 60% of the course, and a good book is
00 Ross, S. M. (2007) Initiation aux Probabilités. PPUR: Lausanne.
[0 Ross, S. M. (2012) A First Course in Probability, 9th edition. Pearson: Essex.

Statistics comprises roughly the last 40% of the course. Possible books are

O Davison, A. C. (2003). Statistical Models. Cambridge University Press. Sections 2.1, 2.2; 3.1, 3.2;
41-45;7.3.1;11.1.1, 11.2.1.

00 Morgenthaler, S. (2007) Introduction a la Statistique. PPUR: Lausanne.

O Wild, C. & Seber, G. A. F. (2000). Chance Encounters: A First Course in Data Analysis and
Statistics. John Wiley & Sons: New York.

O Helbling, J.-M. & Nuesch, P. (2009). Probabilités et Statistique (polycopie).

There are many excellent introductory books on both topics, look in the Rolex Learning Centre.
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Sets
Definition 1. A set A is a unordered collection of objects, x1,...,Ty,...:

A=A{z1,...,zp,...}.

We write x € A to say that ‘x is an element of A’, or ‘x belongs to A’". The collection of all possible
objects in a given context is called the universe ).
An ordered set is written A = (1,2,...). Thus {1,2} ={2,1}, but (1,2) # (2,1).

Examples:
Cy = {Geneva,Vaud,...,Grisons} set of Swiss cantons
{0,1} = finite set made up of the elements 0 and 1
N = {1,2,...}, positive integers, countable set
zZ = {..,—-1,0,1,2,...}, integers, countable set
R = real numbers, uncountable set
) = {1} empty set, has no elements
Probability and Statistics for SIC slide 19
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Subsets

Definition 2. A set A is a subset of a set B if x € A implies that x € B: we write A C B.

O If AcC B and B C A, then every element of A is contained within B and vice versa, thus A = B:
both sets contain exactly the same elements.

[0 Note that ) C A for every set A. Thus,
Pc{1,2,3l cNCZCQCRcC, fpclicC

O Venn diagrams are useful for grasping the existing elementary relations between sets, but they
can be deceptive (not all relations can be represented).

Probability and Statistics for SIC slide 20

Cardinal of a set

Definition 3. A finite set A has a finite number of elements, and this number is called its cardinal:
card A, #A, |A].

O Evidently )] =0 and [{0,1}| =2
00 Exercise: Show that if A and B are finite and A C B, then |A| < |B|.

Probability and Statistics for SIC slide 21

Boolean operations

Definition 4. Let A, B C ). Then we can define
[0 the union and the intersection of A and B to be

AUB={zecQ:xc€AorxzeB}, ANB={zxe€Q:x€ Aandzxc B};

O the complement of A in Q to be A={zx € Q:x ¢ A}.

Evidently AN B C AU B,and if the sets are finite, then
|Al+|B|=|ANB|+|AUB|, |A|l+]A°=|9|.
We can also define the difference between A and B to be
A\B=ANB‘={zecQ:zxc Aand z ¢ B},
(note that A \ B # B\ A), and the symmetric difference

AAB=(A\B)U(B\ A).

Probability and Statistics for SIC slide 22

11



Boolean operations

If {4,152, is an infinite set of the subsets of (2, then

o0
U Aj = AiUAyU---:  those x € Q that belong to at least one Aj;
j=1
0.0]
Aj = AiNAyN---:  those z € Q that belong to every A;.
j=1

The following results are easy to show (e.g., using Venn diagrams):

O (A=A, (AUB)*=A°NB¢ (ANB)*= A°U B¢

O ANn(BuC)=(ANnB)U(ANC), AU(BNC)=(AUuB)N(AUCQC);
O (U;il Aj)c = ﬂ;; A§, (ﬂ(j}il Aj)c = U;L A;-

Probability and Statistics for SIC slide 23

Partition

Definition 5. A partition of Q is a collection of nonempty subsets Ay, ..., A, in Q such that
O the A; are exhaustive, ie., AyU---UA, =Q, and
O the A; are disjoint, i.e., A;NA; =0, fori # j.

A partition can also be composed of an infinity of sets {A;}32 ;.
Example 6. Let A; =[j,j+1), forj=...,—1,0,1,.... Do the A; partition Q = R?

Example 7. Let A; be the set of integers that can be divided by j, for j =1,2,.... Do the A;
partition Q = N7

Probability and Statistics for SIC slide 24

Note to Example 6

Obviously, A; N A; = () if i # j. Moreover any real number z lies in A,|, where [z] is the largest
integer less than or equal to z. Therefore these sets partition R.

Probability and Statistics for SIC note 1 of slide 24

Note to Example 7

Note that 6 € As N A3, so these sets do not partition N.

Probability and Statistics for SIC note 2 of slide 24
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Cartesian product

Definition 8. The Cartesian product of two sets A, B is the set of ordered pairs
Ax B={(a,b):a€ Abec B}.

In the same way
A1><---><An:{(al,...,an)Ia1€A1,...,an€An}.

IfA; =---= A, = A, then we write A] X --- X A,, = A™.

As the pairs are ordered, A x B # B x A unless A = B.
If Ay,..., A, are all finite, then

|Ap X oo X Ap| = AL X - X Ayl

Example 9. Let A ={a,b}, B =1{1,2,3}. Describe A x B.

Probability and Statistics for SIC
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Note to Example 9
{(a,1),(a,2),...,(b,3)}.

Probability and Statistics for SIC

1.3 Combinatorics

note 1 of slide 25
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Combinatorics: Reminders

Combinatorics is the mathematics of counting. Two basic principles:

hat and a scarf;

In mathematical terms: if Ay,..., Ay are sets, then
|Ap X -+ x Ag| = |A1] x -+ x |Ag|, (multiplication),
and if the A; are disjoint, then

|Ay U - UAg| =|A1|+ -+ |Ak|, (addition).

O multiplication: if | have m hats and n scarves, there are m x n different ways of wearing both a

O addition: if | have m red hats and n blue hats, then | have m + n hats in total.

Probability and Statistics for SIC
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Permutations: Ordered selection

Definition 10. A permutation of n distinct objects is an ordered set of those objects.

Theorem 11. Given n distinct objects, the number of different permutations (without repetition) of
length r <n is

nn-—1)(n—-2) --- (n—r—i—l):(n_r)!.

Thus there are n! permutations of length n.

Theorem 12. Given n =), | n; objects of r different types, where n; is the number of objects of
type i that are indistinguishable from one another, the number of permutations (without repetition) of
the n objects is

n!

m! TLQ! nr!'

Probability and Statistics for SIC slide 28

Example

Example 13. A class of 20 students choose a committee of size 4 to organise a ‘voyage d’études’. In
how many different ways can they pick the committee if:

(a) there are 4 distinct roles (president, secretary, treasurer, travel agent)?

(b) there is one president, one treasurer, and two travel agents?

(c) there are two treasurers and two travel agents?

(d) their roles are indistinguishable?

Probability and Statistics for SIC slide 29

Note to Example 13

(a) First choose the president, then the secretary, etc., giving 20 x 19 x 18 x 17 = 116280.

This is the number of permutations of length 4 in a group of size 20.

(b) 20 x 19 x 18 x 17/2! = 58140.

(c) 20 x 19 x 18 x 17/(212!) = 29070.

(d) The first could have been chosen in 20 ways, the second in 19, etc. But the final group of four
could be elected in 4! orders, so the number of ways is 20 x 19 x 18 x 17/4! = 4845.

Probability and Statistics for SIC note 1 of slide 29

Multinomial and binomial coefficients

Definition 14. Let ny,...,n, be integers in 0,1,...,n, having total ny + --- +n,. =n. Then

( n > n!
=,
N1, N, . v .y Ny ni! ng! - n,!

is called the multinomial coefficient.
The most common case arises when r = 2:

n n! L .
(k:) = B = (— C,, in certain books)
is called the binomial coefficient.
Probability and Statistics for SIC slide 30
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Combinations: non ordered selection

Theorem 15. The number of ways of choosing a set of r objects from a set of n distinct objects

without repetition is
n! _(n
rliln—r)  \r)

Theorem 16. The number of ways of distributing n distinct objects into r distinct groups of size
ni,...,Nn., whereny +---+n, =n, is

n!
ni!l ng! - n,
Probability and Statistics for SIC slide 31
Properties of binomial coefficients
Theorem 17. Ifn,m € {1,2,3...} and r € {0,...,n}, then:
n\ no\
r)  \n—-r)’
1
<n—|— ) = " >+ <n>’ (Pascal’s triangle);
T r—1 r
,
(m>( n > = m—|—n>7 (Vandermonde's formula);
. J r—=1J r
7=0
e
(a+b)" = ( >a7’bn_’", (Newton's binomial theorem);
r=0 "
(1—2)™ = Z < J )mj, |z| <1, (negative binomial series);
=0~
1
lim n_r<n> = —, rel.
n—00 r r!
Probability and Statistics for SIC slide 32

Note to Theorem 17

(0 The numbers of ways of choosing r objects from n is the same as the number of ways of choosing
n — r objects from n.

[0 To choose r objects from n + 1, we first designate one of the n + 1. Then if that object is in the
sample, we must choose » — 1 from among the other n, and if not, we must choose r from the n,
which gives the result.

(0 Suppose | have n blue hats and m red hats. Then the number of ways | can choose r hats from all
my hats equals the number of ways | can choose j red hats and r — j blue hats, summed over the
possible choices of j.

O The binomial results are standard.

O For the last part, with r fixed, we have

r

n_<n> _nn=1-(n-rtl) 1

nrr!

Probability and Statistics for SIC
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Partitions of integers

Theorem 18. (a) The number of distinct vectors (ni,...,n,) of positive integers, ny,...,n, >0,
satisfyingny +---+n, =n, is

n—1

r—1/)

(b) The number of distinct vectors (ny,...,n,) of non-negative integers, ni,...,n, > 0, satisfying
ni+---+n.=mn,is
n+r—1
" .

Example 19. How many different ways are there to put 6 identical balls in 3 boxes, in such a way that
each box contains at least one ball?

Example 20. How many different ways are there to put 6 identical balls into 3 boxes?

Probability and Statistics for SIC slide 33

Note to Theorem 18

(a) Line up the n balls, and note that there are n — 1 spaces between them. You must choose r — 1
out of these n — 1 spaces to place these separators, giving the stated formula.

(b) Line up the n balls and the r» — 1 separators. Any distinct configurations of these n + r — 1 objects
will correspond to a different partition, so the number of these partitions is the number of ways the
balls and separators can be ordered, and this is the stated formula.

Probability and Statistics for SIC note 1 of slide 33

Note to Example 19

We have a total of n = 6 balls and » = 3 groups, each of which must have at least one member, so
the number is 61 .
) == =10.
(3 — 1> 3121 0

Probability and Statistics for SIC note 2 of slide 33

Note to Example 20

Now there is the possibility of empty boxes, so the total number is

6+3-1 8!
:—:2
%) e

Thus there are 18 ways to get at least one empty box.

Probability and Statistics for SIC note 3 of slide 33
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Reminder: Some series

If|0] < 1, then > 2%, 0 =1/(1 —0), and

7=

Theorem 21. (a) A geometric series is of the form a,af, a6?,...; we have
n 170n+1
Za@i: a—l_e s 9#1,
= aln+1), 0=1.

oo .
27“ or— L 1o
c— rl(7 —r)! (1 =gyt T
=0
The exponential series
o0
exp(x) =)
n=0
converges absolutely for all 2 € C.
Probability and Statistics for SIC slide 34
Small lexicon
Mathematics English Francais
Q,AB... set ensemble
AUB union union
ANB intersection intersection
A€ complement of A (in 2)  complémentaire de A (en Q)
A\ B difference différence
AAB symmetric difference différence symétrique
AxB Cartesian product produit cartésien
|A] cardinality cardinal
{A;}7_, pairwise disjoint  {A;}7_; disjoint deux a deux
partition partition
permutation permutation
combination combinaison
(:f) binomial coefficient coefficient binomial (C7)
(n1 " nr) multinomial coefficient coefficient multinomial
indistinguishable indifférentiable
colour-blind daltonien (ienne)
Probability and Statistics for SIC slide 35
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2 Probability slide 36

Small probabilistic lexicon
Mathematics English Francais
one fair die (several fair dice) dé juste/équilibré (plusieurs dés justes/équilibrés)
random experiment expérience aléatoire
Q sample space ensemble fondamental
w outcome, elementary event épreuve, événement élémentaire
A B,... event événement
F event space espace des événements
sigma-algebra tribu
P probability distribution/probability function loi de probabilité
(Q,F,P) probability space espace de probabilité
inclusion-exclusion formula formule d'inclusion-exclusion
P(A | B) probability of A given B probabilité de A sachant B
independence indépendance
(mutually) independent events événements (mutuellement) indépendantp
pairwise independent events événements indépendants deux & deux
conditionally independent events événements conditionellement indépendapts
Probability and Statistics for SIC slide 37
2.1 Probability Spaces slide 38

The Card Players

Paul Cézanne, 1894-95, Musée d'Orsay, Paris

Probability and Statistics for SIC slide 39
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Motivation: Game of dice

We throw two fair dice, one red and one green.

(a) What is the set of possible results?

(b) Which results give a total of 67

(c) Which results give a total of 127

(d) Which results give an odd total?

O (e) What are the probabilities of the events (b), (c), (d)?

U
U
g
g

Probability and Statistics for SIC slide 40

Calculation of probabilities

0 We can try to calculate the probabilities of events such as (b), (c), (d) by throwing the dice
numerous times and letting

# of times event takes place

robability of an event = _ : .
P ¥ # experiments carried out

This is an empirical rather than a mathematical answer, to be reached only after a lot of work
(how many times should we roll the dice?), and it will yield different answers each time—not
satisfactory!

0 For simple examples, we often use symmetry to calculate probabilities. This isn't possible for more
complicated cases—we construct mathematical models, based on notions of

— random experiments

— probability spaces.

Probability and Statistics for SIC slide 41

Random experiment

Definition 22. A random experiment is an ‘experiment’ whose result is (or can be defined as)
random.

Example 23. | toss a coin.

Example 24. | roll 2 fair dice, one red and one green.
Example 25. The number of emails | receive today.
Example 26. The waiting time until the end of this lecture.

Example 27. The weather here tomorrow at midday.

Probability and Statistics for SIC slide 42
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Andrey Nikolaevich Kolmogorov (1903-1987)

Grundbegriffe der Wahrscheinlichkeitsrechnung (1933)

(Source: http://en.academic.ru/dic.nsf/enwiki/54484)

Probability and Statistics for SIC slide 43

Probability space (2, F,P)
A random experiment is modelled by a probability space.

Definition 28. A probability space (2, F,P) is a mathematical object associated with a random

experiment, comprising:

O a set Q, the sample space (universe), which contains all the possible results (outcomes,
elementary events) w of the experiment;

O a collection F of subsets of ). These subsets are called events, and F is called the event space;

O a function P : F — [0, 1] called a probability distribution, which associates a probability
P(A) € [0,1] to each A € F.

Probability and Statistics for SIC slide 44

Sample space

0 The sample space (Q is the space composed of elements representing all the possible results of a
random experiment. Each element w € € is associated with a different result.

(0 € is analogous to the universal set. It can be finite, countable or uncountable.

O € is nonempty. (If Q = (), then nothing interesting can happen.)
Example 29. Describe the sample spaces for Examples 23-27.

For simple examples with finite €2, we often choose ) so that each w € 2 is equiprobable:
P(w) = —, for every w € Q.

Then P(A) = |A|/|€], for every A C Q.

Probability and Statistics for SIC slide 45
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Note to Example 29

Example 23: Here we can write Q = {w1,w>}, where w; and wy represent Tail and Head respectively.
Example 24: Q = {w;,...,wss}, representing all 36 different possibilities.

Example 25: Q@ = {w; : j =0,1,...,}, representing any non-negative number.

Example 26: Q = {w : w € [0,45] minutes}, an uncountable set.

Example 27: Q7 We have to decide what we count as weather outcomes, so this is not so easy.

In general discussion we use w as an element of €2, but in examples it is usually easier to write H or T'
or (r,g) or similar.

Probability and Statistics for SIC note 1 of slide 45

Event space

F is a set of subsets of ) which represents the events of interest.
Example 30 (Example 24, continued). Give the events

A the red die shows a 4,
B the total is odd,
C the green die shows a 2,
ANB the red die shows a 4 and the total is odd.

Calculate their probabilities.

Probability and Statistics for SIC slide 46

Note to Example 30

First we set up the probability space Q. If we write (2,4) to mean that the red shows 2 and the green
shows 4, we have

Q={(r,g):rg=1,...,6},

giving
A = {(479)79 =1,. 76}7
B = {(1,2),(1,4),(1,6),(2,1),(2,3),(2,5),...,(6,1),(6,3),(6,5)},
c = {(r2),r=1,...,6},
ANB = {(4,1),(4,3),(4,5)}

By symmetry if the two dice are fair, then |Q2] = 36, |A| = |C| =6, |B| =18, and |AN B| = 3, so the
probabilities are

P(A)=P(C)=6/36 =1/6, P(B)=18/36=1/2, P(ANB)=3/36=1/12.

Probability and Statistics for SIC note 1 of slide 46
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Event space F, Il

Definition 31. An event space F is a set of the subsets of ) such that:
(F1) F is nonempty;

(F2) if Ac F then A° € F;

(F3) if{A;}32, are all elements of F, then | J;=, A; € F.

F is also called a sigma-algebra (en francais, une tribu).

Let A, B,C,{A;}2, be elements of F. Then the preceding axioms imply that
(a) U, A € 7,
(byQeF, 0belF,
(0AnBeF, A\BeF, AABEeF,
(d) Ny 4i € F.

Probability and Statistics for SIC slide 47

Use of these axioms

To prove (a)—(d), we argue as follows:

(a) Take 4,41 = Ao =+ = Ay, and apply (F3).

(b) If F is non-empty, then it has an element A, and by (F2) A¢ € F, so AU A°=Q € F. Also,
Q°=0eF.

(c) Note that AN B = (A° U B°)¢, and sets operated on by union and complement remain in F.
Likewise for the differences.

(d) We write [V;_y A = ((Nizy 40))° = (Uizy A9 € F.
Probability and Statistics for SIC slide 48

Event space F, Il
O If Q is countable, we often take F to be the set of all the subsets of Q2. This is the biggest (and
richest) event space for .

0 We can define different event spaces for the same sample space.
Example 32. Give the event space for Example 23.

Example 33. | roll two fair dice, one red and one green.

(a) What is my event space F;?

(b) I only tell my friend the total. What is his event space F?

(c) My friend looks at the dice himself, but he is colour-blind. What then is his event space F3?

Probability and Statistics for SIC slide 49

Note to Example 32

We can write 2 = {H, T}, and then have two choices:
fl:{{HvT}7®}7 FQ:{{HvT}7®7{H}7{T}}

Either of these satisfies the axioms (check this) and hence is a valid event space. Only the second,
however, is interesting. In the first the only non-null event is { H,T'}, which corresponds to ‘the
experiment was performed and a head or a tail was observed'.

22
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Note to Example 33

(a) Since we see an outcome of the form (r, g), we can reply to any question about the outcomes; thus
we take Fj to be the set of all possible subsets of Q{(r,g) : 7,g =1,...,6}. The ordered pair (r, g)
corresponds to the event A, ; = {(r,g)} (‘the experiment was performed and the outcome was (r, g)"),
and the 236 distinct elements Bjof Fi can be constructed by taking all possible unions and
intersections of the A, ;. (Note that the intersection of any two or more disjoint events here will give
(), and the union of all of them gives Q.) This means that F is the power set of
{Arg:79=1,...,6}, and |Fy| = 2%.

(b) If I tell him only that the ‘total is ¢ for ¢ = 2,...,12, then he can reply to any question about the
total, but nothing else. So his event space F5 is based on the events T5, ..., 112, where

Ty = {(171)}’ T3 = {(1’2)’(2’ 1)}7 T, = {(1’3)’(2’2)’(3’ 1)}7'-- ,T12 = {(676)}'

His event space therefore comprises all the possible unions and intersections of these 11 events, and
therefore | 7| = 211

(c) Since he is colour-blind, he cannot tell the difference between (1,2) and (2,1), etc.. Thus F3 is
made up of all possible unions and intersections of the sets

{(LDE{R,2)},...,{(6,6)},{(1,2),(2,1)},{(1,3), 3, )}, ..., {(5,6), (6,5)}.

There are 6 + 15 such sets, so |F3| = 221, and obviously F, C F3 C Fj.
In cases (b) and (c) the event spaces have less information than in (a): they represent a coarsening of
F1, so that fewer questions can be answered.

Probability and Statistics for SIC note 2 of slide 49

Event space F, lll

(0 Usually the event space is clear from the context, but it is important to write out 2 and F
explicitly, in order to avoid confusion.

O This can also be useful when so-called ‘paradoxes’ appear (generally due to an unclear or erroneous
mathematical formulation of the problem).

O It is essential to give 2 and F when doing exercices, tests and exams.

Probability and Statistics for SIC slide 50
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Examples
Example 34. A woman planning her future family considers the following possibilities (we suppose
that the chances of having a boy or a girl are the same each time) :

(a) have three children;

(b) keep giving birth until the first girl is born or until three children are born, stop when one of the
two situations arises.

(c) keep giving birth until there are one of each gender or until there are three children, stop when
one of the two situations arises.

Let B; be the event ‘i boys are born’, A the event ‘there are more girls than boys'. Calculate P(B)
and P(A) for (a)—(c).

(In fact, the ratio of boys/girls at birth is ~ 105/100.)

Example 35 (Birthdays). n people are in a room. What is the probability that they all have a
different birthday?

Probability and Statistics for SIC slide 51

Note to Example 34

We learn from this example that:

O changing the protocol or stopping rule can change the observable outcomes and hence the sample
space;

O the outcomes need not have the same probabilities under different stopping rules;

0 in some cases it is possible to compute probabilities for outcomes in one sample space by
comparing it to another sample space.

(a) We can write the sample space under this stopping rule as
O ={BBB,BBG,BGB,BGG,GBB,GBG,GGB,GGG},

where B denotes a boy, G denotes a girl and the ordering is important. These events all have
probability 1/8, by symmetry. Then B; = {BGG,GBG,GGB} and A = By U{GGG} have
probabilities 3/8 and 1/2 respectively. The latter is obvious also by symmetry.

(b) Under this stopping rule the sample space is

O, = {BBB, BBG, BG,G},

but these are not equi-probable; for example B; = { BG} here corresponds to the event
{BGG,BGB} in ©; and so has probability 1/4, and A = {G} here corresponds to the event
{GBB,GBG,GGB,GGGY} in 1, and so has probability 1/2.

(c) Under this stopping rule the sample space is

Qs = {BBB,GGG, BBG,GGB,GB, BG},

noting that BG here corresponds to { BGG, BGB} in 1, and likewise GB here corresponds to
{GBG,GBB} in Q. In this case the event B; = {GB, BG,GGB} in Q3 corresponds to
{GBB,GBG,BGG,BGB,GGB} in Q; and hence has probability 5/8, and in Q3 the event

A = {GGG,GGB} has probability 1/4.

Probability and Statistics for SIC note 1 of slide 51
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Birthdays
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Note to Example 35

The sample space can be written = {1,...,365}", and each of these possibilities has probability
365~". We seek the probability of the event

A={(i1,...,in) 101 F i F -+ F# in}.

There are 365 x 364 x --- (365 —n + 1) = 365!/(365 — n)! ways this can happen, so the overall
probability is 365!/{(365 — n)!365™}, which is shown in the graph.
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Galileo Galilei (1564-1642)

(Source: Wikipedia, portrait by Ottavio Leoni)
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Il Saggiatore, 1623

IL SAGGIATORE

Nel quale

Conbilancia clgquiﬁu egiulta
fiponderanole cofe contenute ||
nella ‘
LIBRA:ASTRONOMICA EFILOSOFICA || K8
DI LOTARIO-SARSI-SIGENSANO,

gg;[?%: io;m ac.h le(ﬁ:‘é}‘w'

VIRGINIO-CESARINI
Acc®Linceo M°di Camera diN'S
Dal S
GALILEO GALILEL

AcCLinceo Nobile Fiorentino
Fillofofo eMateimatico Pnmario
del

FVillamoene Fecit -

(Source: Wikipedia)
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Il Saggiatore, 1623

La filosofia é scritta in questo grandissimo libro che continuamente ci sta aperto innanzi
a gli occhi (io dico I'universo), ma non si pud intendere se prima non s'impara a intender la
lingua, e conoscer i caratteri, ne' quali é scritto. Egli é scritto in lingua matematica, e i
caratteri son triangoli, cerchi, ed altre figure geometriche, senza i quali mezi é impossibile a
intenderne umanamente parola; senza questi é un aggirarsi vanamente per un oscuro
laberinto.

The book of the Universe cannot be understood unless one first learns to comprehend
the language and to understand the alphabet in which it is composed. It is written in the
language of mathematics, and its characters are triangles, circles, and other geometric
figures, without which it is humanly impossible to understand a single word of it; without
these, one wanders about in a dark labyrinth.
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Three dice problem
Three fair dice are rolled. Let T; be the event ‘the total is ', for ¢ = 3,...,18. Which is most likely,
Tg or TlO?
Ty occurs if the dice have the following outcomes
9=6+2+1 =5+3+1 =5+2+2 =4+4+1 = 4+3+2 = 3+3+3.
T1o occurs if the dice have the following outcomes

100=6+3+1 =6+24+2 =54+44+1=54+3+2 =4+4+2 = 4+3+3.

Thus they are equiprobable.

True or false?
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Note to the three dice problem

We take Q = {(r,s,t) : 7,5,t = 1,...,6}, for a total of 63 = 216 equiprobable outcomes.

Now Ty occurs if we have 7 + s +t = 9, but the outcomes listed are not equiprobable, because
{1,2,6} and {1,3,5} can each arise in 3! ways, while {2,2,5} can arise in just 3 ways. Adding up the
numbers of outcomes gives |Ty| = 25, |T19| = 27, so the latter is more probable.
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Probability function P

Definition 36. A probability distribution P assigns a probability to each element of the event space
F, with the following properties:

(P1) ifAeF, then0<P(A) <1,

(P2) P(Q)=1;

(P3) if {A;}32, are pairwise disjoint (i.e., A;NA; =0, i+ j), then

o (4) - S
7 =1
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NG,

Properties of P

Theorem 37. Let A, B,{A;}2, be events of the probability space (2, F,P). Then
(a) P(0) =0,
(b) P(A°) =1—P(A);
(c) P(AUB)=P(A)+P(B)—P(ANB). IfANB =1, then P(AU B) = P(A) + P(B);
(d) if AC B, then P(A) < P(B), and P(B \ A) =P(B) — P(A);
(e) P (U2, 4i) < D22, P(A;) (Boole's inequality);
(f) if Ay C Ay C - -+, then lim, oo P(A4,) = P (U2 Ai);
(g) if A1 D Ay D -+, then lim,,_,oc P(A;) =P (N2, 4i).
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Note to Theorem 37

(a) Since )N A =0 for any A € F, we can apply (P3) to a finite number of sets, just by adding an
infinite number of @s. In particular, Q = QU@U P U - -, and these are pairwise disjoint, so

1=P(Q) = P(Q) +P0) +P®) +-,

so since P(f)) > 0, we must have P(()) = 0.
Further, if we have a finite collection Aq,..., A, of pairwise disjoint events, then we can complement
them with A1 = A, 40 = -+ =0, which gives A, N A; = () for any ¢ # j and all 4, j € N, and then

P (L:Jl AZ-> =P (@1 AZ-> = gP(Ai) = Z?P(Ai) Z ZP

i=n+1

so (P3) also holds for any finite number of disjoint events.

(b) Follows from the finite version of (P3) (in (a)) by setting A; = A, As = A, and noting that
1=P(Q)=P(AUA°) =P(A) + P(A°).

(c) Follows from (P3) by writing AUB = (AN B°)U (AN B)U(A°N B), which are pairwise disjoint,
and noting that this gives

P(A)=P(ANB)+PANB°, P(B)=P(ANB)+P(A°NB),
and then
P(AUB) =P(ANB)+P(ANB)+P(A°NB) = {P(A)—P(ANB)}+P(ANB)+{P(B)—P(ANB)},

giving the required result.

(d) Follows by writing B = AU (B N A), and noting that B\A = BN A°.

(e) lteration: for k € N, we write B_1 = ;=) Ai = Ap U241 Ai = Ag U By, say, and note that
(c) gives P (By_1) = P(Ax U By) < P(Ag) + P(Bg) , resulting in

k

<UA> P(A1) + P(B1) Z i)+ P(By) gi

as required.

(f) Now A; C A1 for every i, so (A;+1\Ai) N (Aj+1\A4;) = 0 when i # j (draw picture), and

A, = Ui (A\A;_1), where we've set Ay = (). Note that P(A;41\A4;) = P(Ai+1) — P(4;). Thus by
(P3) we have

i=1 =2

= P(A)+ ) {P(4)—P(4i_1)},
=2

n

= lim [P(A)+ > {P(4)—P(4_1)}|.

n—00 —
= jm P(dn).
(g) Like (f).
Probability and Statistics for SIC note 1 of slide 58
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Continuity of P

Reminder: A function f is continuous at z if for every sequence {z,} such that

lim z, =z, we have lim f(z,) = f(x).
n—00 n—00

Parts (f) and (g) of Theorem 37 can be extended to show that for all sequences of sets for which

lim A, = A, we have lim P(4,)=P(A).

n—o0 n—o0

Hence P is called a continuous set function.

Probability and Statistics for SIC slide 59

Inclusion-exclusion formulae
If Ay,..., A, are events of (Q, F, P), then
P(A1 U Ag) = P(Al) + P(AQ) — P(A1 N Ag)
P(Al U Ay U Ag) = P(Al) + P(AQ) + P(Ag)
—P(Al N Ag) — P(A1 N Ag) — P(A2 N Ag)
—|—P(A1 NAsN Ag)

P(OAZ) = f:(—nr“ > P(Apn-nAy).
i=1

r=1 1<i1<-<ir<n

The number of terms in the general formula is

)+ (0)+ () (2)+ () #

Probability and Statistics for SIC slide 60

Note to inclusion-exclusion formulae

We saw the first equality as part (c) of Theorem 37.
For the second, write B = Ay U A3, and note that

P(AjUAUA3) = P(A1)+P(A2U A3) —P{A1 N (AU A3)}
P(A1) + P(A2 U A3) — P{(A1 N A2) U (A1 N A3)}
= P(A1) +P(A2) +P(A43) —P(A2 N A3)
—P(A1NA2) —P(A1NA3)+P{(A1NAy) N (A1 NA3)}

which is what we want, since the last term is P(A; N Ag N A3). The general formula follows by
iteration of this argument.

Probability and Statistics for SIC note 1 of slide 60
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Note to inclusion-exclusion formulae: Il

For example, with n = 4, we have

P(AjUAyUA3UAy) = P(A1) +P(A2) +P(A3) + P(Ay)
—{P(A1NA2) +P(A1 NA3) +P(A1 N Ay)
+P(AsNA3) +P(AaNAy) + P(AsN Ay)}
+{P(A1NA2N A3) + P(A1 N A2 N Ay)
+P{(A1NA3NAy) +P(AaN Az N Ay}
—P(A1NAyNAsnAy)

where there are 4, 6, 4, 1 terms in the terms having 1, 2, 3, and 4 events, respectively.
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Example 38. What is the probability of getting at least one 6 when | roll three fair dice?

Example 39. An urn contains 1000 lottery tickets numbered from 1 to 1000. One ticket is drawn at
random. Before the draw a fairground showman offers to pay 33 to whoever will give him $2, if the
number on the ticket is divisible by 2, 3, or 5. Would you give him your $2 before the draw? (You lose
your money if the ticket is not divisible by 2, 3, or 5.)
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Note to Example 38

Let A; be the event there is a 6 on die i; we want P(A; U Ay U As). Now by symmetry P(A;) = 1/6,
P(A;NAj) =1/36, and P(A; N Ay N A3) = 1/216. Therefore the second inclusion-exclusion formula

gives

3 3 1 91
P(AIUA UAs) = 5 = 56+ 576 = o7
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Note to Example 39

Here we can write Q = {1,...,1000}, and let D; be the event that the number is divisible by i. We
want

P(D2 UDsU D5) = P(DQ) + P(Dg) + P(D5) - P(D2 N D3) - P(D2 N D5) - P(Dg N D5)
+P(D2 N D3N D5)
= P(D2) + P(Ds) + P(Ds) — P(Dg) — P(D1o) — P(D15) + P(D3o)
500 + 333 + 200 — 166 — 100 — 66 + 33 367

- =— =0.734.
1000 500

So with probability 0.734 you gain 3-2=1 and with probability 0.266 you lose 2: the average gain is
1 x0.7334 + (—2) x 0.266 = 0.201: you will win on average if you play. The ‘return on investment' is
0.201/2 ~ 0.1, or 10%, which is excellent compared to a bank.

Probability and Statistics for SIC note 2 of slide 61
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2.2 Conditional Probability slide 62

Conditional probability

Definition 40. Let A, B be events of the probability space (0, F,P), such that P(B) > 0. Then the
conditional probability of A given B is

P(ANB)

P(A|B) = 55

If P(B) = 0, we adopt the convention P(AN B) = P(A | B)P(B), so both sides are equal to zero.
Thus
P(A)=P(ANnB)+P(ANB°)=P(A| B)P(B)+P(A | B°)P(B°)

even if P(B) =0 or P(B¢) = 0.

Example 41. We roll two fair dice, one red and one green. Let A and B be the events ‘the total
exceeds 8', and ‘we get 6 on the red die’. If we know that B has occurred, how does P(A) change?
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Note to Example 41

We first draw a square containing pairs {(r,g) : 7,g = 1,...,6} to display the totals of the two dice.
By inspection, and since all the individual outcomes have probability 1/36, we have
P(A)=(1+2+3+4)/36 =5/18, P(B) =6/36 = 1/6, and thus by definition the conditional
probability is P(A | B) = P(AN B)/P(B) = (4/36)/(1/6) = 2/3.

Thus including the information that B has occurred changes the probability of A: conditioning can be
interpreted as inserting information into the calculation of probabilities, resulting in a new probability
space, as we see in the next theorem.
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Conditional probability distributions

Theorem 42. Let (2, F,P) be a probability space, and let B € F such that P(B) > 0 and
Q(A) =P(A| B). Then (2, F,Q) is a probability space. In particular,

O ifACF, then0< Q(A) <1;

O QWQ)=1;

O if {A;}52, are pairwise disjoint, then

Q (U Az) =) Q4.
i=1 j=1

Thus conditioning on different events allows us to construct lots of different probability distributions,
starting with a single probability distribution.
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Note to Theorem 42

We just need to check the axioms. If A € F, then

Q(4) =P(A| B) = P(AN B)/P(B) € 0,1,
because AN B C B and therefore P(AN B) < P(B). Likewise

Q) = P(2.N B)/P(B) = P(B)/P(B) = 1,

and finally,

PUZ 4inB) _ P{UZ(AinB)} Z”PAHB >
(UA) G - BB ZQ

using the properties of P(-) and the fact that if A;, A, ... are pairwise disjoint, then so too are the
A1NB,A;NB,....
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Thomas Bayes (1702-1761)

Essay towards solving a problem in the doctrine of chances. (1763/4) Philosophical Transactions
of the Royal Society of London.
(Source: Wikipedia)
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Bayes' theorem

Theorem 43 (Law of total probability). Let {B;}:2, be pairwise disjoint events (i.e. B; N B; =0,
i # j) of the probability space (2, F,P), and let A be an event satisfying A C | J;=, B;. Then

P(A) = S P(ANB) = 3 P(A| B)P(B:).
=1 =1

Theorem 44 (Bayes). Suppose that the conditions above are satisfied, and that P(A) > 0. Then

_ P(A| Bj)P(By) .
PB A== 5@ BpE; <N

These results are also true if the number of B; is finite, and if the B; partition Q.

Probability and Statistics for SIC slide 66

Note to Theorems 43 and 44

Since the B; are disjoint, then so are their subsets AN B;. Thus

P(A) =P {Am G BZ} =P {G(Am Bi)} = ip(/m B;) = iP(A | B;)P(B;).
=1 =1 =1 =1

For Bayes' theorem, we note that

P(ANB;) P(A|B;)P(B)) P(A [ B;)P(B;)

P(B;j | A) = = = ==
iD= P(A) S P(A|BP(B)
using the theorem of total probability, Theorem 43.
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Example

Example 45. You suspect that the man in front of you at the security check at the airport is a
terrorist. Knowing that one person out of 10% is a terrorist, and that a terrorist is detected by the
security check with a probability of 0.9999, but that the alarm goes off when an ordinary person goes
through with a probability of 1072, what is the probability that he is a terrorist, given that the alarm
goes off when he passes through security?
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Note to Example 45

Let A and T respectively denote the events ‘the alarm sounds’ and ‘he is a terrorist’. Then we seek

P(A | T)P(T) - 0.9999 x 1076 - 0.0909
(A| T)P(T) +P(A | T9)P(T¢)  0.9999 x 106 +10-5 x (1 —10-6) "7

P(T|4) =5

Thus the odds are around 10:1 that he is not a terrorist.
We would have to decrease the false alarm probability of 107 to 1076 to have probability 0.5 that he

is a terrorist.
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Multiple conditioning
Theorem 46 (‘Prediction decomposition’). Let Ay,..., A, be events in a probability space. Then

P(A1NAs) = P(A2 | A1)P(Ay),
P(Al NAs N Ag) = P(Ag ’ AN AQ)P(AQ ’ Al)P(Al)v

P(A;N-NAy) = []PA[AIN--NA_1) x P(4).
=2
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Note to Theorem 46

Just iterate. For example, if we let B = A; N A2 and note that P(B) = P(As | A1)P(A;) by the
definition of conditional probability, then

P(Al NAsN Ag) = P(Ag N B) = P(Ag ’ B)P(B) = P(Ag ’ AN AQ)P(AQ ‘ Al)P(Al),

on using the definition of conditional probability, twice. For the general case, just extend this idea, by
setting

P(Alﬂ---ﬂAn) = P(An|A1,

'7An71)P(A17"'7An71)
= P(An | AL Ay OP(An oy | AL An )P(AL. ., A o)

)

n

= HP(AZ | A1 M- ﬂAz;l) X P(Al),

=2
as required.
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Example

Example 47. n men go to a dinner. Each leaves his hat in the cloakroom. When they leave, having
thoroughly sampled the local wine, they choose their hats randomly.

(a) What is the probability that no one chooses his own hat?

(b) What is the probability that exactly r men choose their own hats?

(c) What happens when n is very big?
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Note to Example 47

O This is an example of many types of matching problem, going back to Montmort (1708).

O The sample space here is the permutations of the numbers {1,...,n}, of size n!.

O Let A; denote the event that the ith hat is on the ith head, and note that P(A4;) = 1/n,

1 1 —7r)!
Lo panenay = =0t

n—1 n n!

P(A;NA;) = P(A; | A))P(A;) =

using the prediction decomposition. Thus the probability that at least r out of n hats are on the
right heads is (n — r)!/n!l. Let p, (k) denote the probability that exactly k& out of n men get the
right hat.

O (a) We want to compute
P(AfN---NA))=1-P(A1U---UA,),

so we use the inclusion-exclusion formula to compute p,,(0) =1 —-P(A; U--- U Ay):

n

—P(AU---UA,) = 1—¢> (- > P4, n--nAy)

r=1 1<i1 < <ir<n
—2)! —n)!
- 1- anfl_ n X(n )+“‘+(_1)n+lx n X(n n)
2 n! n n!
n ) n )
= 1= (-)"*M/it=>"(-1)/fil 5 ¢!, n— oo
i=1 i=0

O (b) The probability that men 1,...,r have the right hats and no-one else does is
P(Ain---NANA  N---NAj) = P(AN---NA)xPA . N---NA, |AiN---NA,)

_ =nt i(—l)i/z‘!,

n! ,
=0

but since there are (:f) distinct ways of choosing r from n, the total probability is

pu(r) = n! X(n—r)‘ Z( )/z'——xz /z'—>—e L n— 0.

rl(n —r)! n!

1=0

O (c) See above.
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2.3 Independence slide 70

Independent events

Intuitively, saying that ‘A and B are independent’ means that the occurrence of one of the two does
not affect the occurrence of the other. That is to say that, P(A | B) = P(A), so the knowledge that
B has occurred leaves P(A) unchanged.

Example 48. A family has two children.

(a) We know that the first child is a boy. What is the probability that the second child is a boy?

(b) We know that one of the two children is a boy. What is the probability that the other child is also
a boy?
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Note to Example 48

The sample space can be written as 2 = { BB, BG,GB, GG}, in an obvious notation, and the events

that ‘the ith child is a boy' are By = {BB, BG} and By = {BB,GB}. Then

O (a) P(By| B1) =P(B1NBy)/P(By) =P({BB})/P(By1) =1/4+1/2=1/2 =P(Bs3). Thus By
and B; are independent.

O (b) the event ‘at least one child is a boy' is C = By U By = {BB, BG,GB}, and the event ‘two
boys' is D = { BB}, so now we seek P(D | C2) =1/4+3/4=1/3 # P(D). Thus D and C are
not independent.

Note also the importance of precise language: in (a) we know that a specific child is a boy, and in (b)

we are told only that one of the two children is a boy. These different pieces of information change the

probabilities, because the conditioning event is not the same.
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Independence

Definition 49. Let (2, F,P) be a probability space. Two events A, B € F are independent (we
write A 1L B) iff
P(ANB)=P(A)P(B).

In compliance with our intuition, this implies that

pla ) PACE PRy

and by symmetry P(B | A) = P(B).

Example 50. A pack of cards is well shuffled and one card is packed at random. Are the events A ‘the
card is an ace’, and H ‘the card is a heart’ independent? What can we say about the events A and K
‘the card is a king'?
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Note to Example 50

The sample space 2 consists of the 52 cards, which are equiprobable. P(A) =4/52 =1/13 and
P(H)=13/52=1/4, and P(AN H) =1/52 = P(A)P(H), so A and H are independent. However
P(ANK) =0 # P(A)P(K), so these are not independent.

Probability and Statistics for SIC note 1 of slide 72
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Types of independence

Definition 51. (a) The events Ay, ..., A, are (mutually) independent if for all sets of indices

Fc{1,...,n},
P (ﬂ AZ-) =[] P4)).

ieF el

(b) The events Ay,..., A, are pairwise independent if

(c) The events Ay, ..., A, are conditionally independent given B if for all sets of indices
Fc{1l,...,n}
P (ﬂ A; | B) =[] P4l B).
i€F icF
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A few remarks

O Mutual independence neither implies nor is implied by conditional independence.

probabilities.

OO Mutual independence entails pairwise independence, but the converse is only true when n = 2.

O Independence is a key idea that greatly simplifies probability calculations. In practice, it is essential
to verify whether events are independent, because undetected dependence can greatly modify the

Example 52. A family has two children. Show that the events ‘the first born is a boy’, ‘the second
child is a boy’, and ‘there is exactly one boy’ are pairwise independent but not mutually independent.

Probability and Statistics for SIC
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Note to Example 52

an obvious notation.
Also P(BiNBy) =P(B1N1B) =P(BaN1B) =1/4, but P(ByNB2N1B) = 0, while the prod
all three probabilities is 1/8.

The sample space is Q@ = { BB, BG,GB,GG}, so P(B1) =1/2, P(B2) =1/2, P(1B) = 1/2, using

uct of
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Example 53. In any given year, the probability that a male driver has an accident and claims on
has the same number of male drivers and female drivers, and picks one of them at random.

(a) Give the probability that he (or she) makes a claim this year.

(b) Give the probability that he (or she) makes claims in two consecutive years.

a claim the following year.

is made in the following year.

insurance is i, independently of other years. The probability for a female driver is A\ < . An insurer

(c) If the company randomly selects a person that made a claim, give the probability that (s)he makes

(d) Show that the knowledge that a claim was made in one year increases the probability that a claim

his

Probability and Statistics for SIC
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Note to Example 53

Let A, denote the event that the selected driver has accidents in r successive years, and M denote the
event that (s)he is male.
(a) Here the law of total probability gives

P(A1) = P(Ay | M)P(M) + P(Ar | MOP(M®) = px 5+ A x 5= (n+A\)/2.
(b) Independence of accidents from year to year, for each driver individually, gives
P(Ay) = P(Az | M)P(M) +P(Ay | MO)P(M€) = pi* x 5+ X x 5 = (u” +2?)/2.
(c) Now we want
P(Ay | A1) = P(A3 N A1) /P(A1) = P(42)/P(A1) = (N + 1) /(A + p).
(d) Note that (A% + p2?)/(A + u) > (X + p)/2, because
2N+ ) — AN+ ) =242 =2 =\ —p)? >0

Thus they would only be equal if A = p, i.e. with no difference between the sexes.
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Series-Parallel Systems

An electric system has components labelled 1,...,n, which fail independently of each another. Let F;
be the event ‘the ith component is faulty’, with P(F;) = p;. The event S, ‘the system fails’ occurs if
current cannot pass from one end of the system to the other. If the components are arranged in
parallel, then

Pp(S) =P(F1N---NF,) =[]
i=1

If the components are arranged in series, then

n

Py(S) =P(FyU---UF,) =1-][(1-p).
i=1
If there exist upper and lower bounds p; and p_ such that

1>p+>pi>p—>07 Z‘:17"'777‘7

and n — oo, then Pp(S) — 0, Pg(S) — 1.
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Reliability

Example 54 (Chernobyl). A nuclear power station depends on a security system whose components

are arranged according to:
L E B

L)

The components fail independently with probability p, and the system fails if current cannot pass from
Ato B.

(a) What is the probability that the system fails?

(b) The components are made in batches, which can be good or bad. For a good batch, p = 1075,
whereas for a bad batch p = 1072. The probability that a batch is good is 0.99. What is the
probability that the system fails (i) if the components come from different batches? (ii) if all the
components come from the same batch?
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Note to Example 54

The two parallel systems in the upper right and lower branches have respective probabilities p* and
p; = p? of failing, so the overall probability of failure for the top branch, which is a series system, is
py =1 — (1 —p)(1 —p>). The upper and lower branches are in parallel, so the probability that they

both fail is p, x py = p*{1 — (1 —p)(1 —p*)} = f(p), say.
Such computations can be used recursively to compute failure probabilities for very large systems.
The probability of failure of a component selected randomly from the two sorts of batches is
¢ =107 %0.99 + 1072 x 0.1 = 0.00010099,
so the probability of failure in case (i) is f(g) = 1.029995 x 107!2, whereas in (ii) it is

0.99f(107%) + 0.01£(1072) = 1.000099 x 1078,

roughly 10* times larger than in (i).
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2.4 Edifying Examples slide 78

Death and the Ladies

A

'c.' cm‘hﬁi—w’

(Source: La Danse Macabre des Femmes, Project Gutenberg)
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Female smokers

Survival after 20 years for 1314 women in the town of Whickham, England (Appleton et al., 1996, The
American Statistician). The columns contain: number of dead women after 20 years/number of
surviving women at the start of the study (%).

Age (years) Smokers  Non-smokers
Total  139/582 (24) 230/732 (31)
18-24 2/55 (4) 1/62 (2)
25-34 3/124 (2) 5/157 (3)
35-44 14/109 (13) 7/121 (6)
45-54 27/130 (21)  12/78 (15)
55-64 51/115 (44)  40/121 (33)
65-74 20/36 (81) 101/129 (78)
75+ 13/13 (100)  64/64 (100)

According to the totals, there is a beneficial effect of smoking:

24% < 31%!
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Simpson’s paradox

Define the events 'dead after 20 years', D, ‘smoker’, S, and ‘in age category a at the start’, A = a.

For almost every a we have
P(D|S,A=a)>P(D|S°A=a),

but
P(D|S) <P(D|S°).

Note that

P(D|S) > P(D|S,A=a)P(A=a),

P(D|S) = Y P(D|S%A=a)P(A=a),

so if the probabilities P(D | S, A = a) and P(D | S¢, A = a) vary a lot with a, weighting them with
the P(A = a) can reverse the order of the inequalities.

This is an example of Simpson’s paradox: ‘forgetting’ conditioning can change the conclusion of a
study.
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The tragic story of Sally Clark

An English solicitor, whose first son died of Sudden Infant Death Syndrome (SIDS) a few weeks
after his birth in 1996. Following the death of her second son in the same manner, she was arrested in
1998 and accused of double murder. Her trial was controversial, as a very eminent paediatrician,
Professor Sir Roy Meadow, testified that the probability that two children should die of SIDS in a
family such as that of Sally Clark was of 1 in 73 million, a number he obtained as 1/8500%, where
1/8500 was the estimated probability of a single death due to SIDS.

She was convicted in November 1999, then released in January 2003, because it turned out some
pathological evidence suggesting her innocence had not been diclosed to her lawyer. As a result of her
case, the Attorney-General ordered a review of hundreds of other cases, and two other women in the
same situation were released from jail.

She died of alcoholism in March 2007.
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The rates of SIDS

http://cemach.interface-test.com/Publications/CESDI-SUDI-Report-(1).aspx)

Table 3.58 SIDS rates for different factors based on the data from the CESDI SUDI study

SIDS rate per
1000 live births*

SIDS incidence in
this group*

Overall rate in the study population 0.768 1in 1303
Rate for groups with different factors

Anybody smokes in the household 1.357 1in 737
Nobody smokes in the household 0.199 1in 5041
No waged income in household 2.057 1in 486
At least one waged income in household 0.479 1in 2088
Mother < 27 years and parity >1 1.762 1in 567
Mother > 26 years or parity = 1 0.531 1in 1882
None of these factors 0.117 1in 8543
One of these factors 0.619 1in 1616
Two of these factors 1.678 1in 596
All three of these factors 4.674 1in 214

* Based on the number of live births in each study region from 1993 to 1995 inclusive (OPCS)

Data on the rates of infantile deaths, (CESMA SUDI report,
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Sally Clark: Four tragic errors
[0 Estimated probabilities
O ‘Ecological fallacy’
O Independence? Really?
O ‘Prosecutors’ fallacy’
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Note on Sally Clark story

0 Estimated probabilities: How were the probabilities obtained? What is their accuracy? There are
very few SIDS deaths, and the number 1/8543 may be based on as few as 4 SIDS deaths. Using
standard methods, the estimated probability could be from 0.04 to 0.32 deaths/1000 live births, so
(for example), the figure of 1/73 million could be much larger.

0 Ecological fallacy: Even if we accept the argument above, the SUDI study conflates a lot of
different types of families and cases: there is no reason to suppose that the marginal probability of
1/8500 applies to any particular individual (think of Simpson's paradox, which we just met).

(0 Independence? If there is a genetic or environmental factor leading to SIDS, then the probability
of two deaths might be much higher than claimed. Just suppose that a genetic factor G is present
in 0.1% of families, and leads to a probability of death of 1/10 for each child, and that conditional
on G or G, deaths are independent. Then we might have

P( two deaths ) = P( two deaths | G)P(G) + P( two deaths | G°)P(G°)
= (1/10)* x 0.001 + (1/8500)% x 0.999 = 0.0001 = 1/10* > 1/(73 x 10%).

O Prosecutors’ Fallacy: The probability calculated was P( two deaths | innocent ), whereas what
is wanted is P( innocent | two deaths ). To get the latter we need to apply Bayes' theorem. Let
E denote the evidence observed (two deaths), and C' denote culpability. Then we have

P(E | C°)P(C?)

P(E | C)P(C¢) +P(E | C)P(C)’

and we see that in order to compute the required probability, we have to have some estimates of

P(C). Suppose that P(C') = 107% and that P(E | C) = 1, as murdering two of your own children

is probably quite rare. Then even using the probabilities above, Bayes's theorem would give that

P(C?E) =

P(C°| E) = 0.014 ~ 14/103,

which, though small, is nothing like as small as 1/(73 x 10°). Thus even accepting the ‘squaring
of probabilities’, the case for the prosecution is not nearly as strong as the original argument
suggested.
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3 Random Variables

slide 85

Mathematics

Small probabilistic lexicon

English

Francais

(Q,F,P)

P(A| B)

Fx(z)
fx(x)
E(X)
var(X)
var(X)1/?
fx(z| B)

X,Y,Z,W,...

one fair die (several fair dice)
random experiment

sample space

outcome, elementary event
event

event space

sigma-algebra

probability distribution/probability function
probability space
inclusion-exclusion formula
probability of A given B
independence

(mutually) independent events
pairwise independent events
conditionally independent events

random variable

(cumulative) distribution function
(probability) density/mass function (PDF)
expectation/mean of X

variance of X

standard deviation of X

conditional density/mass function

un dé juste/équilibré (plusieurs dés juste]
expérience aléatoire

ensemble fondamental

épreuve, événement élémentaire
événement

I'espace des événements

tribu

loi de probabilité

espace de probabilité

formule d’inclusion-exclusion

probabilité de A sachant B
indépendance

événements (mutuellement) indépendant
événements indépendants deux a deux

5/ équilibrés)

(2]

événements conditionellement indépendgnts

variable aléatoire

fonction de répartition

fonction de densité/masse (fm)
espérance de X

la variance de X

deviation standard (ou écart-type, mais
fonction de densité/masse conditionnelle

) de X
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3.1 Basic ldeas slide 87

Random variables

We usually need to consider random numerical quantities.

Example 55. We roll two fair dice, one red and one green. Let X be the total of the sides facing up.
Find all possible values of X, and the corresponding probabilities.

Definition 56. Let (2, F,P) be a probability space. A random variable (rv) X : Q— R isa
function from the sample space Q) taking values in the real numbers R.

Definition 57. The set of values taken by X,
Dx ={x € R: 3w € Q such that X (w) = =}
is called the support of X. If Dx is countable, then X is a discrete random variable.
The random variable X associates probabilities to subsets S included in R, given by
P(XeS)=P{weQ: X(w) €S}).

In particular, we set A, = {w € Q: X(w) = x}. Note that we must have A, € F for every z € R, in
order to calculate P(X = x).
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Note to Example 55

Draw a grid. X takes values in Dx = {2,...,12}, and so is clearly a discrete random variable. By
symmetry the 36 points in  are equally likely, so, for example,

P(X =3) = P({(1,2), (2, 1)}) = .

Thus the probabilities for {2,3,4...,12} are respectively

1/36, 2/36, 3/36, 4/36, 5/36, 6/36, 5/36, 4/36, 3/36, 2/36, 1/36.
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Examples

Example 58. We toss a coin repeatedly and independently. Let X be the random variable
representing the number of throws until we first get heads. Calculate

P(X =3), P(X =15), P(X <3.5), P(X > 1.7), P(1.7 < X < 3.5).

Example 59. A natural set Q) when | am playing darts is the wall on which the dart board is hanging.
The dart lands on a point w € @ C R2. My score is X (w) € Dx = {0,1,...,60}.
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Note to Example 58

X takes values in {1,2,3,...} =N, and so is clearly a discrete random variable, with countable
support.
Let p = P(F); then the event X = 3 corresponds to two failures, each with probability 1 — p, followed
by a success, with probability p, giving P(X = 3) = (1 — p)?p by independence of the successive trials.
Likewise P(X = 15) = (1 — p)'*p, and
P(X <35) = P(X<3)4+PB<X <35)
= p+(1—pp+1-p°
= 1-P(X >3)
1- (1 - p)37
and similarly
PA7<X <35 = P(X=2+P(X=3)
(1=p)p+(1—p)°p
p(L=p)(1+1-p)
= p(1-p)(2-p).
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Note to Example 59

Here an infinite Q C R? is mapped onto the finite set {0,...,60}. Even though the underlying Q is
uncountable, the support of X is countable.
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Jacob Bernoulli (1654-1705)

BURKARD WALTENSPUL 1994 COURVOISI

et Yt i) Vel Rl Wl gl Nl Nl e

Ars Conjectandi, Basel (1713)
(Source: http://www-history.mcs.st-and.ac.uk/PictDisplay/Bernoulli _Jacob.html)
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Bernoulli random variables

Definition 60. A random variable that takes only the values 0 and 1 is called an indicator variable,
or a Bernoulli random variable, or a Bernoulli trial.

Typically the values 0/1 correspond to false/true, failure/success, bad/good, ...

Example 61. Suppose that n identical coins are tossed independently, let H; be the event ‘we get
heads for the ith coin’, and let I; = I(H;) be the indicator of this event. Then

P(l;=1)=P(H;) =p, P(;=0)=P(H)=1-p,

where p is the probability of obtaining heads.
O Ilfn=3and X =1, + Is + I3, describe ), Dx and the sets A,.

O What do "
X=I+-+1I, Y=L(1-L)(1-5), Z=> Li(1-1I)
j=2
represent?
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Note to Example 61

O If n =3, then we can write the sample space as
Q={TTT,TTH,THT,HTT,THH, HTH, HHT, HHH}. Clearly Dx = {0,1,2,3}, and

Ay = {TTT}, A, ={TTH,THT,HTT}, A,={THH HTH HHT} A;={HHH}.

0 X is the total number of heads in the first n tosses, Y = 1 if and only if the sequence starts HTT,
and Z counts the number of times a 1 is followed by a 0 in the sequence of n tosses.
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Mass functions

A random variable X associates probabilities to subsets of R. In particular when X is discrete, we have
Ay ={w e N: X(w) =z},

and we can define:

Definition 62. The probability mass function (PMF) of a discrete random variable X is
fx(z) =P(X =2)=P(4;), xzeR

It has two key properties :
(i) fx(x) >0, and it is only positive for x € Dx, where Dx is the image of the function X, i.e.,
the support of fx;
(ii) the total probability 31 ..cp.y [x(zi) = 1.

When there is no risk of confusion, we write fx = f and Dx = D.
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Binomial random variable

Example 63 (Example 61 continued). Give the PMFs and supports of I;, of Y and of X.

Definition 64. A binomial random variable X has PMF

fw= <n>pm(1_19)"xv r=0,1,....n, neNO<p<L

X

We write X ~ B(n,p), and call n the denominator and p the probability of success. Withn =1,

this is a Bernoulli variable.

Remark: we use ~ to mean ‘has the distribution’.

The binomial model is used when we are considering the number of ‘successes’ of a trial which is
independently repeated a fixed number of times, and where each trial has the same probability of

SuUccess.
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Note to Example 63

OO0 I takes values 0 and 1, with probabilities P(I; = 1) = p, and P(I; =0) =1 —p.
O Y is also binary with P(Y = 1) = p(1 — p)?, P(Y =0) =1 — p(1 — p)2.

O X takes values 0,1,...,n, with binomial probabilities (see below).
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Binomial probability mass functions

B(10,0.5) B(10,0.3)
Q Q
@ @
o | o |
—w ] —w ]
<~ - < — -
=o ] ‘ =o ] ‘
gl. . 1 | | I . .| 8ha | | [ .
o 1 T T T T o I T T T T T
0 2 4 6 8 10 0 2 4 6 8 10
X X
B(20,0.1) B(40,0.9)
o o
@ @
o | o ]
] ‘ ‘ - ||
Rl 2T
o | = o |
8:| |||- .............. I T -I||| |I|
o I T T T T o 1 T T T T
0 5 10 15 20 0 10 20 30 40

Probability and Statistics for SIC

slide 94

Examples

picks his answers at random.

Example 65. A multiple choice test contains 20 questions. For each question you must choose the
correct answer amongst 5 possible answers. A pass is obtained with 10 correct answers. A student

O  Give the distribution for his number of correct answers.
O What is the probability that he will pass the test?

Probability and Statistics for SIC

48

slide 95



Note to Example 65

Since n =20 and p = 1/5 = 0.2, the number of correct replies is X ~ B(20,0.2). The probability of
success is

20
20
P(X >10)= ) ( >o.2x(1 —0.2)%7% = 0.0026
T
=10

after a painful calculation, or, better, using R,

> 1-pbinom(q=9, size=20, prob=0.2)

[1] 0.002594827

> pbinom(q=9, size=20, prob=0.2, lower.tail=FALSE)
[1] 0.002594827
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Geometric distribution

Definition 66. A geometric random variable X has PMF
fx(@)=p(l—p)"', z=1,2..., 0<p<1
We write X ~ Geom(p), and we call p the success probability.

This models the waiting time until a first event, in a series of independent trials having the same
success probability.

Example 67. To start a board game, m players each throw a die in turn. The first to get six begins.
Give the probabilities that the 3rd player will begin on his first throw of the die, that he will begin, and
of waiting for at least 6 throws of the die before the start of the game.

Theorem 68 (Lack of memory). If X ~ Geom(p), then
PX>n+m|X >m)=PX >n).

This is also sometimes called memorylessness.
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Note to Example 67

In this case Dx = N.
Here p = 1/6, so the probability that the third person starts on his first throw of the die is
(5/6)% x 1/6 = 0.116. He starts if the first six appears on throw 3,m + 3,2m + 3, ... and this equals

= - : - < p(1 —p)?
Y P(X =3+im)=) pl—pPm T =p1l-p)?> (1-p)™ = e
i=0 i=0 i=0
where p = 1/6.
The probability of waiting for at least 6 tosses is (1 — p)® = 0.335.
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Note to Theorem 68
Since P(X > n) = (1 —p)", we seek

PX>n+m|X>m)=(1-p)™"/(1-p)™ = (1-p)" =P(X >n).

Thus we see that there is a ‘lack of memory’: knowing that X > m does not change the probability
that we have to wait at least another n trials before seeing the event.
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Negative binomial distribution
Definition 69. A negative binomial random variable X with parameters n and p has PMF

r—1

fx(z) = <

1)p"(l—p)”ﬁ_”, z=nn+1n+2..., 0<p<Ll
n_

We write X ~ NegBin(n,p). Whenn =1, X ~ Geom(p).

It models the waiting time until the nth success in a series of independent trials having the same
success probability.

Example 70. Give the probability of seeing 2 heads before 5 tails in repeated tosses of a coin.
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Note to Example 70

This is the probability that X < 6, where X is the waiting time for n = 2 heads. It is

@ _ 1)192(1 -p)* 7+ (2 - Dp?(l _ )2
+<;l - me T @ - DPQ“ P @ _ 1)192(1 —p)s2.

If we assume that the coin is fair, so p = 0.5, R gives

pnbinom(q=4, size=2, prob=0.5)
[1] 0.890625

where note that ¢ = z — n in the parametrization used in R.
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Geometric and negative binomial PMFs
Geom(0.5) Geom(0.1)
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Negative binomial distribution: alternative version

We sometimes write the geometric and negative binomial variables in a more general form, setting
Y = X — n, and then the probability mass function is

L(y+a)

— T e )Y —0.1.2....., 0<p<1 0
fy () rmw!p( p)Y, y=012..., 0<p<l,a>0,

where

o
I'(«a) :/ u* e du, o >0
0

is the Gamma function. The principal properties of I'(«) are:

ra = 1

MNa+1) = al(a), a>0;
'n) = (n—-1!, n=12.3,...;
rd) - vr

They will be useful later.
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Hypergeometric distribution

Definition 71. We draw a sample of m balls without replacement from an urn containing w white
balls and b black balls. Let X be the number of white balls drawn. Then

(2) (oea)
(")

P(X =2x)=

r = max(0,m —b),...,min(w, m),

and the distribution of X is hypergeometric. We write X ~ HyperGeom(w, b;m).

Example 72. | leave for a camping trip in Ireland with six tins of food, two of which contain fruit. It
pours with rain, and the labels come off the tins. If | pick three of the six tins at random, find the
distribution of the number of tins of fruit among the three | have chosen.
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Note to Example 72
White balls correspond to fruit tins, black balls to others, so w = 2, b =4, and | take m = 3.
Therefore the number of fruit tins X drawn has probability

b <z>(<§,)fx> |

and some calculation gives P(X =0) =1/5, P(X =1) =3/5, P(X =2) =1/5.

r=0,...,2,
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Capture-recapture

Example 73. In order to estimate the number of fish N in a lake, we first catch r fish, mark them,
and let them go. After having waited long enough for the fish population to become well-mixed, we
catch another sample of size s.

0  Find the distribution of the number of marked fish, M, in this sample.

O  Show that the value of N which maximises P(M = m) is |rs/m], and calculate the best
estimation of N when s = 50, r = 40, and m = 4.

The basic idea behind this example is used to estimate the sizes of populations of endangered species,
the number of drug addicts or of illegal immigrants in human populations, etc. One practical problem
often encountered is that certain individuals become harder to recapture, whereas others enjoy it; thus
the probabilities of recapture are heterogeneous, unlike in the example above.
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Note to Example 73

The total number is N, of which r are marked and N — r unmarked. The distribution of M is
(m) (250
G/

Py(M =m) =

m = max(0,s +r — N),...,min(r, s),

(work out the limits carefully).
For the second part, we seek to maximise this probability with respect to N. Now compare the
probabilities for N and N — 1 and take ratios, giving

Py =m) _ (W) /W) - (NN -8
Py_1(M =m) ™ (Ns_l) N(N+m—r—25s)

S

provided that (after a little algebra) rs/m > N. Hence the largest value of N for which this ratio
increases is N = |rs/m|, which therefore maximises the probability, because we can write

PN(M = m) X PN111i11+1(M = m)
1in (M = m)

Py (M = m) =
N =m) =5 = Py

m

PNrnin (M = m)’

where the latter probability is for the smallest value of N for which the probability that M = m is
positive.

In the example given, N = |50 x 40/4] = 500.

The behaviour of such estimators can be very poor.
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Hypergeometric PMFs

Probability mass functions of M (left) and of |rs/M | (centre) in Example 73, when r = 40, s = 50
and N = 1000, without |[rs/M | = 400, which corresponds to M = 0, and P (M = m) as a function
of N (right):
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Discrete uniform distribution

Definition 74. A discrete uniform random variable X has PMF

1

@ ==

r=a,a+1,...,b, a<b, abeZ.

We write U ~ DU(a, b).

This definition generalizes the outcome of a die throw, which corresponds to the DU(1, 6) distribution.
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Siméon-Denis Poisson (1781-1840)

?
A U %’()Z«/Z‘(_.

‘Life is good for only two things, discovering mathematics and teaching mathematics.’
(Source: http://www-history.mcs.st-and.ac.uk/PictDisplay/Poisson.html)
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Poisson distribution

We write X ~ Pois()).

fx(x) =

A.fl?
EEEANPEON
z!

, x=0,1,...

= 5= >
we see that fx(z) > 0and > .7 fx(x) =1, so this is a probability distribution.

[0 The Poisson distribution appears everywhere in probability and statistics, often as a model for
counts, or for a number of rare events.

Definition 75. A Poisson random variable X has the PMF

0 Since A*/z! > 0 for any A > 0 and z € {0,1,...}, and

S A>0.
1

= x U
=0 g!

O It also provides approximations to probabilities, for example for random permutations (Example 47,
random hats) or the binomial distribution (later).
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Poisson probability mass functions
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Cumulative distribution function

Definition 76. The cumulative distribution function (CDF) of a random variable X is
Fx(zx)=P(X <x), zeR.

If X is discrete, we can write

Fx(x)= Y  PX=u),

{z;€Dx:x;<x}

which is a step function with jumps at the points of the support Dx of fx(x).
When there is no risk of confusion, we write F' = Fx.

Example 77. Give the support and the probability mass and cumulative distribution functions of a
Bernoulli random variable.

Example 78. Give the cumulative distribution function of a geometric random variable.
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Note to Example 77
The support is D = {0, 1}, and the CDF is

0, x <0,
1, x> 1.

Draw a picture, showing a step function with a jumpof 1 —patx =0 and of p at z = 1.
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Note to Example 78

The support is D = N, and for z > 1 we have

2]
P(X <a)=) p(l—-p
r=1

so we need to sum a geometric series with common ratio 1 — p, giving

_pfi-(-p)}

P(X <uz)= =1 —(1—p)l=l.
Thus
1
P(X < 1) = 0, r<l1,
1-(1-pl=, z>1
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Properties of a cumulative distribution function
Theorem 79. Let (2, F,P) be a probability space and X : Q +— R a random variable. Its cumulative
distribution function Fx satisfies:
(a) im,_,_~ Fx(x) =0;
(b) lim, o Fx(x) =1;
(c) Fx is non-decreasing, so Fx(x) < Fx(y) forx <y,
(d) Fx is continuous on the right, thus
lii%lFX(:U +1t)=Fx(z), z€R;
t
(e) P(X >x)=1— Fx(z),
(f) ifx <y, then P(z < X <y) = Fx(y) — Fx(z).
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Note to Theorem 79

(a) If not, there must be a blob of mass at —oo, which is not allowed, as X € R.

(b) Ditto, for 4o0.

(c) If y > x, then F(y) = F(x) + P(z < X <), so the difference is always non-negative.

(d) Now F(z +1t) =P(X <z)+P(x < X <z +1), and the second term here tends to zero, because
any point in the interval (x,z + t] at which there is positive probability must lie to the right of z.
(e) We have P(X >z)=1-P(X <z)=1- Fx(x).
(f) We have P(z < X <y)=P(X <y)—P(X <z)=Fx(y) — Fx(x).
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Remarks

0 We can obtain the probability mass function of a discrete random variable from the cumulative
distribution function using

f(2) = F(z) - lim F(y).

ytx
In many cases X only takes integer values, Dx C Z, and so f(x) = F(z) — F(z — 1) for z € Z.

OO From now on we will mostly ignore the implicit probability space (€2, F, P) when dealing with a
random variable X. We will rather think in terms of X, F'x(x), and fx(z). We can legitimise this
‘oversight’ mathematically.

[0  We can specify the distribution of a random variable in an equivalent way by saying (for example):
— X follows a Poisson distribution with parameter \; or

X ~ Pois(\); or

by giving the probability mass function of X; or

by giving the cumulative distribution function of X.
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Transformations of discrete random variables

Real-valued functions of random variables are random variables themselves, so they possess probability
mass and cumulative distribution functions.

Theorem 80. If X is a random variable and Y = g(X), then
> fx(@)
z:g9(z)=y
Example 81. Calculate the PMF of Y = I(X > 1) when X ~ Pois()).

Example 82. Let Y be the remainder of the division by four of the total of two independent dice
throws. Calculate the PMF of Y.
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Note to Theorem 80
We have
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Note to Example 81
Here Y = I(X > 1) takes values 0 and 1, and

_ = AT _
fr(0)=PY =0)=P(X =0)=e?, fy(l) :P(Y:I):ZP(X:m):Z e A=1—e
=1 =1
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Note to Example 82
Y has support 0, 1,2, 3, and mass function given by
fy(0) = P(Y =0)=P(X € {4,8,12}) = (3+5+1)/36 = 9/36,
fy(1) = P(Y=1)=P(X € {5,9}) = (4+4)/36 = 8/36,
fr(2) = P(Y =2)=P(X €{2,6,10}) = (1 + 5+ 3)/36 = 9/36,
fr(3) = P(Y=3)=P(X €{3,7,11}) = (2 + 6 + 2)/36 = 10/36,
which fortunately adds to 36/36.
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3.2 Expectation slide 112

Expectation

Definition 83. Let X be a discrete random variable for which . |z|fx(z) < oo, where Dx is
the support of fx. The expectation (or expected value or mean) of X is

B(X)= Y aP(X=2)= > afx()
$EDX Z'EDX
O KE(X]) =X .ep, |7[fx(x) is not finite, then E(X) is not well defined.

0O E(X) is also sometimes called the “average of X". We will limit the use of the word “average” to
empirical quantities.

[0 The expectation is analogous in mechanics to the notion of centre of gravity of an object whose
mass is distributed according to fx.

Example 84. Calculate the expectation of a Bernoulli random variable with probability p.
Example 85. Calculate the expectation of X ~ B(n,p).

Example 86. Calculate the expectation of the random variables with PMFs

4 1

cinery YT e

fx(l'):x .%':1,2,....
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Note to Example 84

First we note that if the support of X is finite, then E(|X|) < max,ep, |z| < oo.
If I is Bernoulli with probability p, then E(I) =0x (1—p)+1xp=p.
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Note to Example 85
Here Dx = {0,1,...,n} is finite, so E(|X]) < occ.

We get
. n €T n—x
B(X) = Zx(x)p (1-p)
=0
- nx(n—1) 1 (n—1)—(z—1)
= > pxp (1 —p)ln ol
o (z—1)Hn—-1—(z—-1}!
n—1 n—1 . 1y
= npy_ p’(1 - p) = np,
y=0 4

where we have set y = = — 1. This agrees with the previous example, since X can be viewed as a sum
L+ +1,
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Note to Example 86

Note that fy sums to unity: since the series is absolutely convergent we can re-organise the brackets in
the sums, giving

o0

S 1 I (1 LY,
;x:v+ _Z<_—x—|—1> I+;<x—i—l—x—|—1>_ ’

r=1

after cancelling terms.
A similar argument works for fx, since

[e.e]

4 1
Zx(:v+1)(:6+2) - 22( (z+1) (ac+1)(:6+2)>

1 > 1 1
- 2{1x2+;<(9€+1)(x+2)_(x+1)(96+2)>}:1.

Now since the sum below is absolutely convergent, we have

> 1 > 1 1 1 > 1 1
E(X):4;(x+l)(x+2) :4; <x+1_:6+2> :4{1—+1+;<x+2_:c+2>}:2‘

However,

1
E(Y):Zerl = +00.
r=1

Thus it is relatively easy to construct random variables whose expectations are infinite: existence of an
expected value is not guaranteed.
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Expected value of a function
Theorem 87. Let X be a random variable with mass function f, and let g be a real-valued function

of X. Then
E{g(X)} = > g(@)f(),

re€Dx
when 3o cp . |9(x)]f(z) < oo

Example 88. Let X ~ Pois(\). Calculate the expectations of

X, X(X-1), X(X—1) (X —r+1).
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Note to Theorem 87

Write Y = g(X), and note that for any y in the support Dy of Y, we have

fry) =PV =y =Ply(X)=y}= >  PX=z)= >  fx)

{zeDx:g(x)=y} {zeDx:g(x)=y}

Therefore

EY)= > ufry)= >y > fx@)=Y" > g@fx@) =Y g)fx(),

yeDy yeDy {z€Dx:g9(z)=y} yEDy z:g(z)=y r€Dx
as required.
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Note to Example 88
Note that

E{X(X—1)---(X—r+1)}:ix(:ﬂ—m---(gg—r“)A—Te—A:X" i Le_’\:)\’",

=0 x! o (x —1)!

which yields E(X) = X and E{X (X — 1)} = \2.
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Properties of the expected value

Theorem 89. Let X be a random variable with a finite expected value E(X), and let a,b € R be
constants. Then

(a) E(-) is a linear operator, i.e., E(aX +b) = aE(X) + b ;

(b) if g(X) and h(X) have finite expected values, then

E{g(X) + n(X)} = E{g(X)} + E{n(X)};

(c) ifP(X =b) =1, then B(X) = b,
(d) ifPla< X <b)=1, thena <E(X) <b;
(e) {E(X)}? < B(X?).

Remark: Linearity of the expected value, (a) and (b), and fact (c), are very useful in calculations.
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Note to Theorem 89
(a) We need to show absolute convergence:
> laz +blf(x) < (lalle] + b)) f(z) = |a| Z ol f (@) + (8] Y f () < o0

and after that we just apply linearity of the summation.

(b) Follows using same argument as in (a), after noting that |g(x) + h(z)| < |g(x)| + |h(z)].

(c) Here f(b) = P(X =b) =1, so E(X) = bf(b) = b by definition.

(d) Now f(xz) =0 for x & (a,b], so E(X) =) af(x) <>, bf(x) = b and similarly E(X) > a.
(¢)

e) For any real a, linearity of the expectation gives
0<E{(X —a)’} =E{X*-2aX +a’} = E(X?) — 2aE(X) + a?,

and setting a = E(X) and simplifying the right-hand side to E(X?) — E(X)? yields the result.
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Moments of a distribution

Definition 90. /f X has a PMF f(x) such that ) _|z|" f(x) < oo, then
(a) the rth moment of X is E(X"),
(b) the rth central moment of X is E{X — E(X)}"];
(c) the variance of X is var(X) = E[{X — E(X)}?] (the second central moment);
(d) the standard deviation of X is defined as \/var(X) (non-negative);
(e) the rth factorial moment of X is E{X(X —1)--- (X —r+1)}.

Remarks:

O E(X) and var(X) are the most important moments: they represent the ‘average value’ E(X) of
X, and the ‘average squared distance’ of X from its mean, E(X).

0 The variance is analogous to the moment of inertia in mechanics: it measures the scatter of X
around its mean, E(X), with small variance corresponding to small scatter, and conversely.

0 The expectation and standard deviation have the same units (kg, m, ...) as X.

Example 91. Calculate the expectation and variance of the score when we roll a die.
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Note to Example 91

Now X takes values 1,...,6 with equal probabilities 1/6. Obviously E(|X|) < oo, and
E(X)=(1+4---46)/6 =21/6 = 7/2. The variance is

61

E{X —EX0Y =Y 2 —7/2) = 2 x L x (1+9+25) = 35/12.

=1

(@)
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Properties of the variance

Theorem 92. Let X be a random variable whose variance exists, and let a,b be constants. Then

var(X) = E(X?)-EX)?=E{X(X -1)} +E(X)-E(X)%
var(aX +b) = a’var(X);
var(X) =0 = X is constant with probability 1.

O The first of these formulae expresses the variance in terms of either the ordinary moments, or the
factorial moments. Usually the first is more useful, but occasionally the second can be used.

0 The second formula shows that the variance does not change if X is shifted by a fixed quantity b,
but the dispersion is increased by the square of a multiplier a.

O The third shows that the variance is appropriately named: if X has zero variance, then it does not
vary.

Example 93. Calculate the variance of a Poisson random variable.
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Note to Theorem 92

(a) Just expand, use linearity of E, and simplify.
(b) Ditto.
(c) If we write E(X) = p and

var(X) = E[{X — E(X)}?] = E[{X — u}”] Zf =0,

then for each = € Dy, either z = p or f(z) = 0. Suppose that f(a), f(b) > 0 and a # b. Then if
var(X) = 0, we must have a = p = b, which is a contradiction. Therefore f(x) > 0 for a unique value
of z, and then we must have f(z) =1, so P(X =) =1 and (z — u)? = 0; thus

P(X = p) = fx(p) =
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Note to Example 93
By recalling Example 88, we find

var(X) = B{X(X — 1D} +EX) —EX)? = M2+ 1 -\ =\

Probability and Statistics for SIC note 2 of slide 117
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Poisson du moment

(Source: Copernic)
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Moment du Poisson
(Source: Copernic)
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Properties of the variance Il

Theorem 94. If X takes its values in {0,1,...}, r > 2, and E(X) < oo, then
E(X) = Y P(X>u)
=1
B{X(X-1)--(X=r+1)} = r) (=1 (z—r+1)P(X >2).

Example 95. Let X ~ Geom(p). Calculate E(X) and var(X).

Example 96. Each packet of a certain product has equal chances of containing one of n different
types of tokens, independently of each other packet. What is the expected number of packets you
need to buy in order to get at least one of each type of token?

will
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Note to Theorem 94

0 The first part of this is

E(X) :Zlmf(x) :Z;P(X:x)zgl :Z;P(X > ),

a legal operation.
0 The second part is proved in the same way, first writing

B (x —1)! (-1
e =t = ()

Then we write

o0

TZ(CE—l)"'(u’U—T+1)P(X > 1) :ZT'Cﬁ:i) fo(y) :fo(y)rl

=T =T =T

and use Pascal's triangle (Theorem 17) to find that

G0 oo omron

after cancellations. As required, this gives

Yo fx@yly—1-(y—r+1) =B{X(X 1) (X —r+1)}

as follows on changing the order of summation, noting that since all the terms are positive, this is

r—1

> (7

)
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Note to Example 95
In this case X € {1,2,...}, and Theorem 94 yields

> 1
E(X) = l—p)ytle— o —1/p>1.
For the variance, note that the second part of Theorem 94, with r = 2, gives

E(X(X -1} = 2) (z-1)(1-p)""
=2
d - _
= 2(1—p)d—{— (1-p)* 1}
=1

Hence the variance is
var(X) = E{X (X — 1)} + E(X) — E(X)* = 2(1 - p)/p* + 1/p — 1/p* = (1 = p)/p".

This gets smaller as p — 1, and larger as p — 0, as expected.

Probability and Statistics for SIC note 2 of slide 120

Note to Example 96

This can be represented as X7 + Xo + - -+ + X,,, where X is the number of packets to the first token,
then X5 is the number of packets to the next different token (i.e., not the first), etc. Thus the X, are
independent geometric variables with probabilities p = n/n, (n —1)/n,...,1/n. Hence the expectation
isn(l+1/2+1/34---+1/n) ~nlogn, which — co as n — co.
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3.3 Conditional Probability Distributions slide 121

Conditional probability distributions

Definition 97. Let (2, F,P) be a probability space, on which we define a random variable X, and let
B € F with P(B) > 0. Then the conditional probability mass function of X given B is

fx(z|B)=P(X =z | B)=P(A, N B)/P(B),
where Ay = {w € Q: X(w) = z}.

Theorem 98. The function fx(x | B) satisfies

fx@|B) =0, S ix(|B) =1,

and is thus a well-defined mass function.

Often B is an event of form X € B, for some B C R, and then

 P(X=2,XeB) PXeB|X=x)PX=zx) Ixzcb)
fx(@|B) = P(X €B) P(X € B) _P(XEB)fX(m)’

so fx(z|B)=0(z ¢B)and fx(z | B) x fx(z) (z € B), rescaled to have unit probability.

Example 99. Calculate the conditional PMFs of X ~ Geom(p), (a) given that X > n, (b) given
that X <n.
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Note to Theorem 98

We need to check the two properties of a distribution function.
O Non-negativity is obvious because the fx(z | B) = P(X = x | B) are conditional probabilities.
O Now A, NA, =0ifx#y, and |J,cp A = Q. Hence the A, partition R, and thus

Y fx(z| B)=Y P(A,NB)/P(B) = P(B)/P(B) = 1.
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Note to Example 99

(a) The event B; = {X > n} has probability (1 —p)", so the new mass function is

P(XP:(; r;Xn)> o legg(C;g(i :)n) =p(l-p)" " z=n+ln+2,....

fx(@| Bi) =

This implies that conditional on X > n, X — n has the same distribution as did X originally.
(b) The event By = Bf = {X < n} has probability 1 — (1 — p)", so the new mass function is

PX=2znX <n) _ fx(x)I(z < n) _ p(l — p)—t -
P(X <n) 1—(1—p) 1—(1—p)’ y e

fx(z | Bz) =

M.
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Conditional expected value
Definition 100. Suppose that ) |g(z)|fx (x| B) < co. Then the conditional expected value of
9(X) given B is

E{g(X)|B}=> g(x)fx(z | B).

Theorem 101. Let X be a random variable with expected value E(X) and let B be an event with
P(B),P(B°) > 0. Then

E(X)=E(X | B)P(B) + E(X | B)P(B°).
More generally, when {B;}2, is a partition of Q, P(B;) > 0 for all i, and the sum is absolutely
convergent,

B(X) =Y E(X | Bi)P(B)).
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Note to Theorem 101

We prove the second part, of which the first is a special case. The total probability theorem,
Theorem 43, gives

f@)=P(X =2)=) P(X=x|B)P(B) =) _f(z|B)P(B),
i=1 i=1

and this gives

BE(X)=> af(x)=Y zY flx|B)PB)=> {fo(sc | B»} P(B;) = Y E(X | B,)P(By),
=1 =1

T T 1= =1 T
as required. The first part follows on setting By = B, By = B¢, B3 = By = --- = ().
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Example

Example 102. Calculate the expected values for the distributions in Example 99.
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Note to Example 99

(a) Since
fX(x’Bl):p(l_p)x_n_l7 mzn—l—l,n—l—?,...,
we have - -
E(X|[B)= Y ap(l-p)" "' => (n+ypl-p¥*
r=n+1 y=1

where we have set y = = — n, and hence
o o
E(X | B)=n) p(l-p) '+ yp(l—p)’ ' =n+1/p,
y=1 y=1

since the first sum equals unity and the second is the expectation of a Geom(p) variable.
(b) We can tackle this directly using the expression

E(X | By) =

z=1

r—1

p(1 —p)
I1—(1-pn

or indirectly by writing B = By and B¢ = By, which are complementary events, and using
Theorem 101:
E(X) = E(X | B1)P(B1) + E(X | B2)P(Ba),
giving
1/p=(n+1/p)(1 —p)" + EX | By){1 - (1 -p)"},
and a little algebra yields

(X | By) = 12 —ffitllip]))()i -p)"

Probability and Statistics for SIC note 1 of slide 124

3.4 Notions of Convergence slide 125

Convergence of distributions

We often want to approximate one distribution by another. The mathematical basis for doing so is the
convergence of distributions.

Definition 103. Let {X,}, X be random variables whose cumulative distribution functions are {F,},
F. Then we say that the random variables { X, } converge in distribution (or converge in law) to
X, if, for all z € R where F' is continuous,

F,(z) = F(z), n— oo.

. D
We write X,, — X.

If Dx C Z, then F,(x) — F(x) if fp(x) — f(z) for all x, n — oo.

Probability and Statistics for SIC slide 126

70



Law of small numbers

Recall from Theorem 17 that n=" (") — 1/r! for all 7 € N, when n — <.

Theorem 104 (Law of small numbers). Let X,, ~ B(n,py,), and suppose that np, — X\ > 0 when
n — 0o. Then X, — X, where X ~ Pois()).

Theorem 104 can be used to approximate binomial probabilities for large n and small p by Poisson
probabilities.

Example 105. /n Example 47 we saw that the probability of having exactly r fixed points in a random
permutation of n objects is

Thus the number of fixed points has a limiting Pois(1) distribution.
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Note to Theorem 104

For any fixed r we have

1
(ﬁ)p%(l —p)" T =n"" <Z> X (npp)" (1 — npp/n)" " — F)\’"e_)‘, n — 0o,

which is the required Poisson mass function; call this limiting Poisson random variable X. This
convergence implies that P(X,, < z) — P(X < x) for any fixed real z, since P(X,, < x) is just then a
finite sum of probabilities, each of which is converging to the limiting Poisson probability.
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Law of small numbers

B(10,0.5) B(20,0.25)
w | w |
25 257 |
87 . 0 I | | I [ 8.7 P | | | | I | T
o T T T I o T T T I
0 5 10 15 0 5 10 15
x x
B(50,0.1) Pois(5)
L{)7 L{)7
g1, 1] |||...... g1, 1 T
S T T T S T T T T
0 5 10 15 0 5 10 15
x X

Mass functions of three binomial distributions and the Poisson distribution, all with expectation 5.
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Numerical comparison

Example 106 (Binomial and Poisson distributions). Compare P(X < 3) for X ~ B(20,p), with
p =0.05,0.1,0.2,0.5 with the results from a Poisson approximation, P(X' < 3), with X' ~ Pois(np),
using the functions pbinom and ppois in the software R — see

http://www.r-project.org/

Thus for example we have:

> pbinom(3,size=20,prob=0.05) # Binomial prob, Pr(X <= 3)
[1] 0.9840985

> ppois(3,lambda=20%0.05) # Poisson approx, Pr(X’ <= 3)
[1] 0.9810118
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People versus Collins

Example 107. In 1964 a handbag was stolen in Los Angeles by a young woman with blond hair in a
pony tail. The thief disappeared, but soon afterwards she was spotted in a yellow car with a bearded
black man with a moustache. The police then arrested a woman called Janet Collins, who matched the
description, and had a black bearded friend with a moustache, who drove a yellow car.

Due to a lack of evidence and of reliable witnesses, the prosecutor tried to convince the jury that
Collins and her friend were the only pair in Los Angeles who could have committed the crime. He
found a probability of p = 1/(12 x 10°) that a couple picked at random should fit the description, and
they were convicted.

In a higher court it was argued that the number of couples X fitting the description must follow a
Poisson distribution with A\ = np, where n is the size of the population to which the couple belong. To
be certain that the couple were guilty, P(X > 1| X > 1) must be very small. But with n = 106,

2 % 106, 5 x 109, 10 x 105, these probabilities are 0.041, 0.081, 0.194, 0.359: it was therefore very far
from certain that they were guilty. They were finally cleared.
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Note to Example 107
Here the law of small numbers applies, so
PX>1|[X>1)=1-PX=1|X>1)=1-de?/(1—e M) =1-)/(c* - 1),

with Poisson parameter A\ = np = 1/12, 1/6, 5/12 and 1 respectively. Calculation gives the required
numbers. In fact here X has a truncated Poisson distribution.
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Example

Example 108. Let Xy be a hypergeometric variable, then
_ M6
G
This is the distribution of the number of white balls obtained when we take a random sample of size n

without replacement from an urn containing m white balls and N — m black balls. Show that when
N, m — oo in such a way that m/N — p, where 0 < p < 1,

x =max(0,m +n— N),...,min(m,n).

P(Xy =2)— <n>p$(1 —p)"*, i=0,...,n.
X

Hence the limiting distribution of Xy is B(n,p).

Probability and Statistics for SIC slide 131

Note to Example 108
We apply the last part of Theorem 17, writing

(DCG2) _ me (N == m ()N —m) I ()
() nm N (L)
- p*(1-p) X 2n—a) — 00,
under the terms of the theorem, as required.
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Which distribution?

We have encountered several distributions: Bernoulli, binomial, geometric, negative binomial,
hypergeometric, Poisson—how to choose? Here is a little algorithm to help your reasoning:

Is X based on independent trials (0/1) with a same probability p, or on draws from a finite population,
with replacement?

O If Yes, is the total number of trials n fixed, so X € {0,...,n}?

— If Yes: use the binomial distribution, X ~ B(n,p) (and thus the Bernoulli distribution if
n=1).

> If n = 0o or n>> np, we can use the Poisson distribution, X ~ Pois(np).

— If No, then X € {n,n+1,...}, and we use the geometric (if X is the number of trials until
one success) or negative binomial (if X is the number of trials until the last of several
successes) distributions.

0 If No, then if the draw is independent but without replacement from a finite population, then X ~
hypergeometric distribution.

There are many more distributions, and we may choose a distribution on empirical grounds. The
following map comes from Leemis and McQueston (2008, American Statistician) ...
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4 Continuous Random Variables slide 135

4.1 Basic ldeas slide 136

Continuous random variables

In many situations, we must work with continuous variables:

00 the time until the end of the lecture € (0,45) min;

O the pair (height, weight) € (0, 00)?.

Until now we supposed that the support
Dx={zeR: X(w) =z,weQ}

of X is countable, so X is a discrete random variable. We suppose now that Dx is not countable,
which implies also that Q itself is not countable.

Definition 109 (Reminder). Let (2, F,P) be a probability space. The cumulative distribution
function of a rv X defined on (2, F,P) is

F(z)=P(X <z)=P(B;), z€R,

where By = {w : X(w) <z} C Q.
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Probability density functions

Definition 110. A random variable X is continuous if there exists a function f(x), called the
probability density function (or density) (PDF) of X, such that

P(ngc):F(alc):/m flu)du, zeR.

The properties of F' imply that (i) f(z) >0, and (i) [ f(z)dz = 1.

Remarks:
O Evidently,

) = 2L
O Since P(z < X <y) = [Y f(u)du for z <y, for all z € R,

P(X:x):lzng(x<X§y):1yigcl myf(u)du:/:f(u)du:o.

O If X is discrete, then its PMF f(z) is often also called its density function.
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Motivation

We study continuous random variables for several reasons:

0 they appear in simple but powerful models—for example, the exponential distribution often
represents the waiting time in a process where events occur completely at random;

O they give simple but very useful approximations for complex problems—for example, the normal
distribution appears as an approximation for the distribution of an average, under fairly general
conditions;

O they are the basis for modelling complex problems either in probability or in statistics—for
example, the Pareto distribution is often a good approximation for heavy-tailed data, in finance
and for the internet.

We will discuss a few well-known distributions, but there are plenty more (see map at the end of
Chapter 3) .. ..
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Basic distributions

Definition 111 (Uniform distribution). The random variable U having density

L <u<b
fluy={ @ C=U=0
0, otherwise,

is called a uniform random variable. We write U ~ U(a,b).
Definition 112 (Exponential distribution). The random variable X having density

{)\6)‘1, z >0,

0, otherwise,

is called an exponential random variable with parameter A > 0. We write X ~ exp(\).

In practice random variables are almost always either discrete or continuous, with exceptions such as
daily rain totals.

Example 113. Find the cumulative distribution functions of the uniform and exponential distributions,
and establish the lack of memory (or memorylessness) property of X :

PX>z4+t|X>t)=P(X >z), t,z>0.

Probability and Statistics for SIC slide 140

76



Note to Example 113

Integration of the uniform density gives

0, u < a,
Fluy=<¢(u—a)/(b—a), a<u<b,
1, u > b.

Sketch the density and the CDF.
Integration of the exponential density gives

Fla) 0, z <0,
€Tr) =
1 —exp(—Az), x>0.

Draw the density and the CDF.
For the lack of memory of the exponential distribution, note that
P(X >z+4+1t) exp{-Az+1)}

P(X X>1) = _ — exp(— .
(X>z+t] X >1) PX > 1) exp () exp(—=Az), x>0

Probability and Statistics for SIC note 1 of slide 140

Gamma distribution

Definition 114 (Gamma distribution). The random variable X having density

2> a—1,-A
fla) = {T@™ e e >0,
0, otherwise,

is called a gamma random variable with parameters o, A > 0; we write X ~ Gamma(a, \).

Here « is called the shape parameter and ) is called the rate, with A\~! the scale parameter. By
letting o = 1 we get the exponential density, and when oo = 2,3, ... we get the Erlang density.
Slide 99 gives the properties of T'(-).

exp(1) Gamma, shape=5,rate=3

f(x)
00 04 08

L
1(x)

00 04 08

L
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Laplace distribution
Definition 115 (Laplace). The random variable X having density

A
f(z) = 56_)‘|$_7]|, reR, neR >0,

is called a Laplace random variable (or sometimes a double exponential) random variable.

(Source: http://www-history.mcs.st-and.ac.uk/PictDisplay/Laplace.html)

Pierre-Simon Laplace (1749-1827): Théorie Analytique des Probabilités (1814)

According to Napoleon Bonaparte: ‘Laplace did not consider any question from the right angle: he
sought subtleties everywhere, conceived only problems, and brought the spirit of “infinitesimals” into
the administration.’
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Pareto distribution

Definition 116 (Pareto). The random variable X with cumulative distribution function

0, T < B,
F(m):{1_<§)a’ z> B’ a, B >0,

is called a Pareto random variable.

Vilfredo Pareto (1848-1923): Professor at Lausanne University, father of economic science.
(Source: http://www.gametheory.net/dictionary/People/VilfredoPareto.html)

Example 117. Find the cumulative distribution function of the Laplace distribution, and the
probability density function of the Pareto distribution.
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Note to Example 117
For the Laplace distribution, integration of the density gives

1 ,—Alz—n|
F(x) = 26 ’ z S 777
1 —Axz—
1—3e le=nl x> .

Note that F'(n) = 1/2, so n is the median of the distribution.
Sketch the density and the CDF.
For the Pareto density, just differentiate with respect to = to obtain the density function,

f(ZU)Z{OOZa T < B,

xa—ﬁ-l»la x> f.
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Moments

Definition 118. Let g(z) be a real-valued function, and X a continuous random variable of density
f(z). Then if E{|g(X)|} < oo, we define the expectation of g(X) to be

B(g(X)) = [ g(e)f (o) s
In particular the expectation and the variance of X are
BX) = [ af@)ds

—00

var(X) = /_Oo {z —E(X)}2f(z)dz = E(X?) — B(X)2.

Example 119. Calculate the expectation and the variance of the following distributions: (a) U(a,b);
(b) gamma; (c) Pareto.
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Note to Example 119

(a) Note that we need to compute E(U") for 7 = 1,2, and this is =5 (0" —a"t!)/(b— a). Hence
E(X) =2 —a?)/(b—a) = (b+a)/2, as expected. For the variance, note that

3 3
lb —a
3 bh—a

E(X?) -E(X)%= —(b+a)?/4= 1" +ab+a®) — (b* + 2ab+a?) /4 = (b— a)?/12.

(b) In this case
E(X") = / 2" x A0 () 7 exp(=\z) dx
0

= A "T(a) ! /OO u el gy,
= N'T(r+ oz);l“(oz).
Properties of the gamma function (slide 99) give
E(X)=a/)\, EX? =ala+1)/)?, var(X)=E(X?) -E(X)?=a/)\.
(c) The expectation is

E(X") = /BOO af" Vdr = af" /(o — 1)

provided that o > r. If a < r then the moment does not exist. In particular, E(X) < oo only if a > 1.
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Conditional densities

We can also calculate conditional cumulative distribution and density functions: for reasonable subsets
A C R we have

PX<znXeAd) [y fly)dy

Fx(z|XeA)=PX<z|XecA=

P(Xed)  P(XcA)’
where Az = {y rysmye A}v and
Ix(2)
Fx(e| X e A) = { PXeq ¥€ A,
0, otherwise.

With I(X € A) the indicator variable of the event X € A, we can write

E{g(X) I(X € A)}

B(g(X) | X € A} = = 5ar i,

Example 120. Let X ~ exp(\). Find the density and the cumulative distribution function of X, given
that X > 3.
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Note to Example 120
With A = (3,00), we have P(X € A) = exp(—3\). Hence

T <3,
x> 3,

0,
Fx((L' ‘ X e 'A) = {exp(?;)\)exp()\z)
exp(—3A) ’

and the formula here reduces to 1 — exp{—(x — 3)A}, = > 3. This is just the exponential density,
shifted along to x = 3. There is a close relation to the lack of memory property.
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Example 121. et a visa for a foreign country, you call its consulate every morning at 10 am. On
any given day the civi nt is only there to answer telephone calls with probability 1/2, and when he
does answer, he lets the phon®wigg for a random amount of time T' (min) whose distribution is

(a) If you call one morning and don't hang up, what is th ability that you will listen to the ringing
tone for at least s minutes?
(b) You decide to call once every day, but to hang up if there has b
Find the value of s* which minimises your time spent listening to the rin

o answer after s* minutes.
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Waisipg time in Example 121

10 15
|

Expected waiting time (min)

5
|

Time t (min)
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X discrete or continuous?

E{g(X)} (if well defined)

dimensionless

0< fx(z) <1
ZxE]R fX (1’) =1
> w<a fx(2)
erA fX (1’)
Z{m:a<m§b} fx (1’)

fx(a) >0

2 wcr 9(2) fx (%)

Discrete Continuous
Support Dx countable contains an interval (z_,z;) C R
Ix mass function density function

units [z]~!

0< fx(z)

[0 Ix(@)dz =1
[ Fx () da
J4fx(@)dx

2 fx () da

Jo fx(@)dz =0

Jooe 9() fx () d

Probability and Statistics for SIC

4.2 Further ldeas

slide 148

slide 149

Quantiles

F(z) to be

median of .

interval. Here is an example:

Definition 122. Let 0 < p < 1. We define the p quantile of the cumulative distribution function

zp = inf{z : F(x) > p}.

For most continuous random variables, x,, is unique and equals x,, = F~1(p), where F~! is the inverse
function F'; then x,, is the value for which P(X < x,) = p. In particular, we call the 0.5 quantile the

Example 123. Let X ~ exp(\). Show that z, = —\"!log(1 — p).
Example 124. Find the p quantile of the Pareto distribution.

The infimum is needed when there are jumps in the distribution function, or when it is flat over some

Example 125. Compute x5 and zq.g9 for a Bernoulli random variable with p = 1/2.

Probability and Statistics for SIC

slide 150

Note to Example 123

We have to solve F'(z,) = 1 — exp(—Azp) = p, which gives the required result.

Probability and Statistics for SIC

note 1 of slide 150

Note to Example 124

We have to solve F(z,) =1 — (8/x,)* = p, which gives z, = 3(1 — p)~ Ve,
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Note to Example 125

Recall that in this case

0, z <0,
F(z) = 1/2, 0<x<1,
1 x> 1.

)

There is no value of z such that F(z) = 0.9, but F(z) > 0.9 for every z > 1, so
zo9 = inf{x: F(x) > 09} =inf{x:x > 1} = 1.

Likewise
zo5 = inf{x : F(x) > 0.5} =inf{zx:x >0} = 0.
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Transformations

We often consider Y = g(X), where g is a known function, and we want to calculate Fy and fy given
FX and fx.

Example 126. Let Y = —log(1 — U), where U ~ U(0,1). Calculate Fy (y) and discuss. Calculate
also the density and cumulative distribution function of W = —log U. Explain.

Example 127. Let Y = [X], where X ~ exp(A) (thus Y is the smallest integer greater than X ).
Calculate Fy (y) and fy (y).
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Note to Example 126

Note first that since 0 < U < 1, 1 — U > 0 and taking the log is OK, and we get
Y = —log(1 —U) > 0. Hence

P(Y <y)=P{-log(1-U) <y} =P{U <1-—exp(-y)} =1—exp(-y), y>0

which is the exponential density; note that the transformation here is monotone. Thus Y has an
exponential distribution.
For W = —log U, we have

PW <w) = P{-log(U) <w}
= P{logU > —w}
= P(U>e™)
= 1-PU<e”)=1—-¢" w>0,
where the < can become an < because there is no probability at individual points in R.

Hence W also has an exponential distribution. This is obvious, because if U ~ U(0, 1), then
1-U~U(0,1) also.
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Note to Example 127

Y=riffr—1<X<r,soforr=1,2,..., we have

PY =r)= /Tl fx(x) dx = /T1 e ™M dp = (e*)‘(rfl) — e*M) = (e”‘)“l(l — e”‘).

This is the geometric distribution with probability p =1 — e,
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General transformation

We can formalise the previous discussion in the following way:

Definition 128. Let g : R +— R be a function and B C R any subset of R. Then g='(B) C R is the
set for which g{g~*(B)} = B.

Theorem 129. Let Y = g(X) be a random variable and B,y = (—o0,y]. Then

fg—l(By) fx(z)dz, X continuous,

Y(y) ( — y) {ngg—l(By) f)((x)7 X diSCfete7

where g71(B,) = {z € R: g(z) < y}. When g is monotone increasing or decreasing and has
differentiable inverse g~', then

dg~(y)

fr(y) = ‘ 0

' Ix{g W)} yeR

Example 130. /f X ~ exp(A) and Y = exp(X), find Fy and fy.

Example 131. Find the distribution and density functions of Y = cos(X), where X ~ exp(1).
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Note to Theorem 129

We have
P(Y € B) = P{g(X) € B} = P{X € g"'(B)},

because X € g~ !(B) if and only if g(X) € g{g~*(B)} = B.
To find Fy (y) we take B, = (—o0,y], giving

Fy(y) = P(Y <y) = P{g(X) € By} = P{X € g7'(B,)},

which is the formula in the theorem.
When g is monotone increasing with (monotone increasing) inverse g~

g H(~00,y]} = (00,9 (y)] , and hence

Fy(y) =P{Y €B,} =P{X €g ' (B)} =P{X <g'(y)} = Fx{g'(v)}, yeR.

L we have

In the case of a continuous random variable X, differentiation gives

—1
fr(y) = dgTy(y)fX{g_l(y)}, y € R.

1

When g is monotone decreasing with (monotone decreasing) inverse g—*, we have

g H(~o0,y]} = [¢g7 (y),0) , and hence
Fe(y) = PY € B} = P(X € g }(B,)} = P{X > g\(1)}, yeR

In the case of a continuous density, Fy (y) = P{X > ¢ !'(y)} =1 — Fx{g '(y)} and differentiation
gives

-1
fy(y) = —@Ty(y)fx{gl(y)h y € R;

note that —dg~!(y)/dy > 0, because g~!(y) is monotone decreasing.
Thus in both cases we can write

Ir(y) = ‘dgT;(y)' fx{g ()}, yeR.
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Note to Example 130

Note first that since X only puts probability on R, Y € (1, 00).
In terms of the theorem, let B, = (—o0,y], and note that g(z) = €” is monotone increasing, with

g (y) =logy, so
P(Y <y) =P(Y € B) =P{g(X) € B} =P{X € g '(B)} = P{X € (—o0,logy]} = Fx(logy),

SO
P(Y <y)=1—exp{-Alogy} =1—-y*, y>1.

Hence Y has the Pareto distribution with 8 =1, a = )\, and

0, y<1,
Ay oy > 1

fy(y) = {
To get the density directly, we note that dg~!(y)/dy = 1/y, and

-1
fry) = ‘dgTy(y)‘ fxfg W)Y =yt x Ae Mgy = 2y Ay >

and fy(y) =0 for y < 1, because if y < 1, then logy < 0, and fx(z) =0 for z < 0.
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Note to Example 131

O Here Y = g(X) = cos(X) takes values only in the range -1 <y <1, soif y < -1, B, =0, and
if y > 1, B, =R, thus giving

0, y<-1

1, y>1.

Fy(y) = {

)

0 A sketch of the function cosx for x > 0 shows that in the range 0 < 2 < 27, and for —1 <y < 1,
the event cos(X) < y is equivalent to the event cos™!(y) < X < 2w — cos!(y). Since the cosine
function is periodic, the set B, is an infinite union of disjoint intervals. In fact

o
cos(X)<y & Xegl(B)= U{x 21 +cos Hy) < a < 2m(j + 1) — cosH(y)},
=0

and therefore
P(Y <y) = P{Xeg '(B)}

= > P{2mj+cosTH(y) < X <2m(j +1) — cos(y)}
j=0

[e. 9]

= 3 (expl-M2nj + cos (1)} — expl-A{2n(j + 1) — cos~ (3)}])
=0
exp{—Xcos™!(y)} — exp{Acos!(y) — 27}

1 — exp(—27)\) ’
where we noticed that the summation is proportional to a geometric series.

O Note that if y = 1, then cos™!(y) =0, and so P(Y < 1) =1, and if y = —1, then cos~(y) = T,
and then P(Y < —1) = 0, as required. Here we used values of cos~!(y) in the range [0, 7].

[0 The density function is found by differentiation: since cos{cos~!(y)} =y, we have

deos™'(y) B 1
dy ~ sin{cos1(y)}’
and this gives
A exp{—Acos (y)} + exp{Acos~(y) — 2w A}
= —-1,1).
Jr () sin{cos~1(y)} x 1 — exp(—2m\) o yel-LY
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4.3 Normal Distribution slide 153

Normal distribution

Definition 132. A random variable X having density

1 (z — p)*
f“)zme"p{‘w ek ek =0

is a normal random variable with expectation yi and variance o2: we write X ~ N(u1,0?). (The
standard deviation of X is Vo2 =0 >0.)
When 11 = 0, 02 = 1, the corresponding random variable Z is standard normal, Z ~ N(0,1), with
density

$(z) = (2m) V222 zeR.

Then

Fia) =P(Z<5) = 0() = [ o()dz= o [ o

This integral is given in the Formulaire.

Note that f(z) = o '¢{(z — pu)/o} for z € R.
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Johann Carl Friedrich Gauss (1777-1855)

AY7831976K1

ZEHN DEUTSCHE MARK

Doutsche Bundasbonk

Franthatorn Mo s
Vhuguw B

The normal distribution is often called the Gaussian distribution. Gauss used it for the combination
of astronomical and topographical measures.
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Johann Carl Friedrich Gauss (1777-1855)

sche Mark

MIVW FHOSLNAA NHIZ

The normal distribution is often called the Gaussian distribution. Gauss used it for the combination
of astronomical and topographical measures.
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Standard normal density

N(0,1) density

0.4

phi(z)
0.2

0.1

0.0

The famous bell curve:
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Interpretation of N (u,0?)

[0 The density function is centred at u, which is the most likely value and also the median;
(0 the standard deviation o is a measure of the spread of the values around u:

— 68% of the probability lies in the interval y + o;

— 95% of the probability lies in the interval p + 20;

— 99.7% of the probability lies in the interval u + 30.

Example 133. The average height for a class of students was 178 cm, with standard deviation 7.6 cm.
If this is representative of the population, then 68% have heights in the interval 178 + 7.6 cm (blue
lines), 95% in the interval 178 2 x 7.6 cm (green lines), and 99.7% in the interval 178 +3 x 7.6 cm
(cyan lines, almost invisible).

000 001 002 003 004 005 006

e 1

160 170 180 190 200
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Properties
Theorem 134. The density ¢(z), the cumulative distribution function ®(z), and the quantiles z, of
Z ~ N(0,1) satisfy, for all z € R:
(a) the density is symmetric with respect to z = 0, i.e., ¢(z) = ¢(—z);
(b)P(Z<z)=P(2)=1—-P(—2)=1—-P(Z > 2);
(c) the standard normal quantiles z, satisfy z, = —z1_p, for all 0 < p < 1;

(d) 2" ¢(z) — 0 when z — =00, for all r > 0. This imples that the moments E(Z") exist for all
reN;
(e) we have

¢(2) = —20(2), ¢"(2) = (z° = 1)g(2), ¢"(2) = —(2° = 32)9(2),

This implies that E(Z) = 0, var(Z) = 1, E(Z3) = 0, etc.
(f) If X ~ N (u1,02), then Z = (X — pu) /o ~ N(0,1).

Note that if X ~ A(u,0?), then we can write X = p+ o0 Z, where Z ~ N(0,1).
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Theorem 134

(a) Obvious by substitution:
d(=2) = (2m) 2 = (2m) 72T = 4 (2),

(b) Obvious by the symmetry of ¢(z), as

o) = [ swdr= [ ole)ds=1-a(-2),

—00 —Zz

which implies that
PZ<z2)=®(2)=1-P(—2)=1-P(Z < —2)=1—-P(—2).

(c) Again obvious by symmetry, using (b): p = ®(2) =1 — ®(—=z) implies that z, = —z;_,.
(d) This is just a fact from analysis, since for any r > 0, we have

T T

2
3, 2% /il < 2011

2" p(z)

—0, 2z — o0,

and by symmetry the same will be true when z — —cc.
(e) Differentiate ¢(z) repeatedly, and then note that

etc. by (d). Hence E(Z) =0, E(Z?) =1, etc.
(f) This is just a change of variable in the density function.
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Values of the function ®(z)

z 0 1 2 3 4 5 6 7 8 9

0.0 | .50000 | .50399 | .50798 | .51197 | .51595 | .51994 | .52392 | .52790 | .53188 | .53586
0.1 | .53983 | .54380 | .54776 | .55172 | .56567 | .55962 | .56356 | .56750 | .57142 | .57535
0.2 | .57926 | .58317 | .58706 | .59095 | .59483 | .59871 | .60257 | .60642 | .61026 | .61409
0.3 | .61791 | .62172 | .62552 | .62930 | .63307 | .63683 | .64058 | .64431 | .64803 | .65173
0.4 | .65542 | .65910 | .66276 | .66640 | .67003 | .67364 | .67724 | .68082 | .68439 | .68793
0.5 | .69146 | .69497 | .69847 | .70194 | .70540 | .70884 | .71226 | .71566 | .71904 | .72240
0.6 | .72575 | .72907 | .73237 | .73565 | .73891 | .74215 | .74537 | .74857 | .75175 | .75490
0.7 | .75804 | .76115 | .76424 | .76730 | .77035 | .77337 | .77637 | .77935 | .78230 | .78524
0.8 | .78814 | .79103 | .79389 | .79673 | .79955 | .80234 | .80511 | .80785 | .81057 | .81327
0.9 | .81594 | .81859 | .82121 | .82381 | .82639 | .82894 | .83147 | .83398 | .83646 | .83891
1.0 | .84134 | .84375 | .84614 | .84850 | .85083 | .85314 | .85543 | .85769 | .85993 | .86214
1.1 | .86433 | .86650 | .86864 | .87076 | .87286 | .87493 | .87698 | .87900 | .88100 | .88298
1.2 | .88493 | .88686 | .88877 | .89065 | .89251 | .89435 | .89617 | .89796 | .89973 | .90147
1.3 | .90320 | .90490 | .90658 | .90824 | .90988 | .91149 | .91309 | .91466 | .91621 | .91774
1.4 | .91924 | 92073 | .92220 | .92364 | .92507 | .92647 | .92786 | .92922 | .93056 | .93189
1.5 | .93319 | .93448 | .93574 | .93699 | .93822 | .93943 | .94062 | .94179 | .94295 | .94408
1.6 | .94520 | .94630 | .94738 | .94845 | .94950 | .95053 | .95154 | .95254 | .95352 | .95449
1.7 | .95543 | .95637 | .95728 | .95818 | .95907 | .95994 | .96080 | .96164 | .96246 | .96327
1.8 | .96407 | .96485 | .96562 | .96638 | .96712 | .96784 | .96856 | .96926 | .96995 | .97062
1.9 | .97128 | .97193 | .97257 | .97320 | .97381 | .97441 | .97500 | .97558 | .97615 | .97670
2.0 | .97725 | 97778 | .97831 | .97882 | .97932 | .97982 | .98030 | .98077 | .98124 | .98169

Remark: A more detailed table can be found in the Formulaire. You may also use the function pnorm
in the software R: ®(z) = pnorm(z).

Example 135. Calculate

P(Z < 0.53), P(Z < —1.86), P(—1.86 < Z< 0.53), 20.95, 20.025 5 20.5-

Probability and Statistics for SIC slide 160

Note to Example 135

In R we use pnorm for ® and gnorm for !

> pnorm(0.53)
[1] 0.701944
> pnorm(-1.86)
(1] 0.03144276
> pnorm(0.53)- pnorm(-1.86)
[1] 0.6705013
> gnorm(0.95)
[1] 1.644854
> gnorm(0.025)
[1] -1.959964
> gnorm(0.5)
[1]1 o

Probability and Statistics for SIC note 1 of slide 160
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Examples and calculations

Example 136. The duration in minutes of a maths lecture is N'(47,4), but should be 45. Give the
probability that (a) the lecture finishes early, (b) the lecture finishes at least 5 minutes late.

Example 137. Show that the expectation and variance of X ~ N'(u,0?) are . and o2, and find the p
quantile of X.

Example 138. Calculate the cumulative distribution function and the density of Y = |Z| and
W = Z2, where Z ~ N(0,1).
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Note to Example 136
(a) Note that we can write X = p+ 0Z, where Z ~ N (0,1). We have X ~ N(47,4), and we seek

P(X < 45) = P{(X —47)/2 < (45 — 47)/2} = P(Z < —1) = 1 — 0.84134 = 0.16.
(b) P(X > 50) = P{(X —47)/2 > (50 — 47)/2} = P(Z > 1.5) = 1 — 0.93319 = 0.067.

Probability and Statistics for SIC note 1 of slide 161

Note to Example 137

Since we can write X = p+ 0Z, and E(Z) = 0 and E(Z?) = var(Z) = 1 by Theorem 134(e), we just
apply the properties of mean and variance from Theorems 89 and 92.
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Note to Example 138

O For Y, note that if y > 0, then P(Y <y) =P(—y < Z <y) = ®(y) — (—y), and differentiate
to obtain 2¢(y), for y > 0 and zero otherwise.
Alternatively, in the terms of Theorem 129, we have g(z) = |z| and therefore
g1 (By) = g7 {(—00,y]} = (—y,y), provided that y > 0, and g~ (B,) = 0 if y < 0. Therefore

HY§w=/

g—l

Y
o(z) de = / o(x) dz = B(y) — B(—y), >0,
(By) -y

as before.

O For W, the same argument gives P(W < w) = P(—y/w < Z < yw) = &(Jw) — &(—y/w), for
w > 0. Then differentiate to obtain the density.
In this case g(x) = 2% and g~} (By) = g7 {(—00,w]} = (—y/w, /w) for w >0 and g~ (B,) =0
for w < 0. This gives the previous result, by a slightly more laborious route.

Probability and Statistics for SIC note 3 of slide 161
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Normal approximation to the binomial distribution

The normal distribution is a central to probability, partly because it can be used to approximate
probabilities of other distributions. One of the basic results is:

Theorem 139 (de Moivre-Laplace). Let X,, ~ B(n,p), where 0 <p < 1, let
tn = E(X,) =np, o2 =var(X,)=np(l —p),
and let Z ~ N(0,1). When n — oo,

X, — X, —
P<M§z>—>fb(2),z€R; je, —n_ftn D, g

On On

This gives us an approximation of the probability that X,, < r:

P(Xngr):P<Xn_Mn <r—un> £¢<r—un>7

On On

which corresponds to X,, ~ N{np,np(1 —p)}.
In practice the approximation is bad when min{np,n(1 —p)} < 5.
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Normal and Poisson approximations to the binomial

We have already encountered the Poisson approximation to the binomial distribution, valid for large n
and small p. The normal approximation is valid for large n and min{np,n(1 —p)} > 5. Left: a case
where the normal approximation is valid. Right: a case where the Poisson approximation is valid.

B(16, 0.5) and Normal approximation B(16, 0.1) and Normal approximation

density
0.00 0.20
[

density
0.00 0.20
[

B(16, 0.5) and Poisson approximation B(16, 0.1) and Poisson approximation

0.00 0.20
[ A |
density
0.20
[ A |

density

0.00
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Continuity correction

A better approximation to P(X,, < r) is given by replacing r by r + %; the % i the continuity

correction. This gives

T+ % —np
vnp(l —

Binomial(15, 0.4) and Normal

P(Xngr)iq)<

010 015 0.20

Density

et X ~ B(15,0.4). Calculate the exact and approximate values of P(X < r) for
, with and without the continuity correction. Comment.
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Note to Example 140

The following R code shows how to do this, but fi some of it on the board using the normal table.
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NumeRical Results

pbinom(c(1,8,10),15,
[1] 0.005172035 0. 952592 0.990652339
pnorm(c(1,8,104mean=15%0.4,sd=sqrt (16%x0.4*0.6))
[1] 0.004203997 0.854079727 0.982492509

pnorm(c(148,10)+0.5,mean=15%0.4,sd=sqrt (15%0.4%0.6))
[1] 0.008853033 0.906183835 0.991146967
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Example

Example 141. The total number of students in a class is 100.
(a) Each student goes independently to a maths lecture with probability 0.6. What is the size of the
smallest classroom suited for the number of students who go to class, with a probability of 0.957

(b) There are 14 lectures per semester, and the students decide to go to each lecture independently.
What is now the size of the smallest classroom necessary?

Probability and Statistics for SIC slide 166
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Note to Example 141

(a) The number of students present X is B(100,0.6), so the mean is 100 x 0.6 = 60 and the variance
is 100 x 0.6 x 0.4 = 24. We seek z such that

mm:mxgmzp{ﬁé?gxé%?i@{%%?}

and this implies that (z — 60)/v/24 = ®~1(0.95) = 1.65, and thus 2 = 60 + /24 x 1.65 = 68.08.
Better have a room for 69.
(b) Now we want to solve the equation

X — 60 —60) ™ — 60\ ™

and this implies that (z — 60)/v/24 = ®~1(0.95'/1%) = 2.68, and thus = = 60 + /24 x 2.68 = 73.14.
Better have a room for 74.

Probability and Statistics for SIC note 1 of slide 166

4.4 Q-Q Plots slide 167

Quantile-quantile (Q-Q) plots

One way of comparing a sample X1,..., X,, with a theoretical distribution F":

O  we order the X, giving
Xy s X = X

n)s
then we plot the graph against F~1{1/(n + 1)}, F~'{2/(n +1)}..., F~!
O The idea: in an ideal case Uy, ..., U, ~ U(0,1) should cut the interv
sub-intervals of width 1/(n + 1), so we should plot the graph of t
n/(n+1), and thus the X; Z F~Y(Uy;)) against the F~1{J

O the closer the graph is to a straight line, the more the d esemble a sample from F,

0,1)), and then the F~1{j/(n + 1)} are
gives an estimation of the dispersion parameter
ives an estimation of the position parameter;

[0 we often take a standard version of F (e.g., exp(1
called the plotting positions of F—then the s
of the distribution, and the value at the origa

[0 for the distributions exp(1) and N (0,

F*l j 1— J F*l j :(bfl .] .
n+1 n+1)’ n+1 n+1)’

O it is difficult to draw strgfig conclusions from such a graph for small n, as the variability is then
large—we have a tendency to over-interpret patterns in the plot.

e have respectively

Probability and Statistics for SIC slide 168
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Note to the following graphs

O First graph: the normal graph is close to a straight lin
Suggests that the normal would be a reasonable mo
exponential plotting positions, using the quantile

0 Second graph: Here we compare the real data
hard to tell which is which (you need to rem
tied observations are impossible with simul
be normal.

O The lower left is gamma: there is clear
be sure with this sample size.

O The lower middle is obviously not n

ereas the exponential one is not.
or these data. Derive the formula for the
ula for the exponential distribution.

centre) with simulated data. The fact that it is
er the shape of the first graph, or to note that
ns) suggests that the heights can be considered to

onlinearity than with the other panels—but it is hard to

al; the sample size is big, however.

Probability and Statistics for SIC
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Heights of students
Q-Q plots for the heights of n

6 students in SSC, for the exponential and normal distributions.

ponential Q-Q plot Normal Q-Q Plot
o o
o © & o®
GZSIPOOoo o _ ms@;oo
o
a 584 o’
% E ad
8 2o Q
& =T &®
8 o
o
—Ho © — o
o T~ o
1T 1T 1T T T T 1 T T T T T
0.0 1.0 2.0 3.0 -2 -1 0 1 2
Exponential plotting positions Normal plotting positions
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n = 36: Which sample is not normal?
There are five samples of simulated normal variables, and some
8- o g 5 o
2 f £3 £ 2
o - = © -
E R £ £% M
= Do o 4
2 1 oo 2= £e ]
8 8 T oo@
oI T T T T T g oIo T T T T
-2 -1 0 1 2 -2 -1 0 1 2
Normal plotting positions ’ al plotting positions Normal plotting positions
_ 3 3
- _
5] ] | ]
Ew® 2 £, | &
o S o dj oy igm f
(7} o~ O -
I - T |
@ 7 8 doo @ o oo
- T T T T T T T T T T
2 -1 071 2 2 1 0 1 2 2 -1 0 1 2
Normal plotting positions Normal plotting positions Normal plotting positions
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n = 100: Which sample is not normal?

There are five samples of simulated normal variables, and one simulate ma sample.

210
1
210
1

GPO

Height (cm)
170 190
11
Height (cm)
170 190
|

50
150

1

-2 o 1 2
Normal plotting positions

4] 4] E
€8 €8+
£8- £8-
- o
E e
1 2 -2 0o 1 2
Normal plotting posttions Normal plotting positions Normal plotting positions
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n = 500: Which sample is not normal?
There are five samples of simulated normal variables, and one simulated ma sample.
24 2
£ £+
3 i3
3 g
- T T T T T T -
-3 - 123 1.2 3
Normal plotting positions Normal plotting positions
o o
& &
u - 0|
g3 g3+
,-S’O_ .:570_
28+ £2
3 g
- - T T T T T T
-3 -1 12 3 -3 -1 1.2 3
Normal plotting po; Normal plotting positions Normal plotting positions
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Which density?

(0 Uniform variables lie in a finite interval, and give equal probability to each part of the interval;

O exponential and gamma variables lie in (0,00), and are often used to model waiting times and
other positive quantities,
— the gamma has two parameters and is more flexible, but the exponential is simpler and has

some elegant properties;

OO0 Pareto variables lie in the interval (3, 00), so are not appropriate for arbitrary positive quantities
(which could be smaller than (3), but are often used to model financial losses over some threshold
B

O normal variables lie in R and are used to model quantities that arise (or might arise) through
averaging of many small effects (e.g., height and weight, which are influenced by many genetic
factors), or where measurements are subject to error;

O Laplace variables lie in R; the Laplace distribution can be used in place of the normal in situations
where outliers might be present.
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5. Several Random Variables slide 174

Lexicon
Mathematics English Francais
E(X) expected value/expectation of X espérance de X
E(XT") rth moment of X riéme moment de X
var(X) variance of X variance de X
Mx(t) moment generating function of X, or fonction génératrice des moments
the Laplace transform of fx(x) ou transformée de Laplace d¢ fx(x)
fxy(z,y) joint density/mass function densité/fonction de masse cdnjointe
Fxy(z,y) joint (cumulative) distribution function fonction de répartition conjointe
Ifxyy (@ | y) conditional density function densité conditionnelle
fxy(z,y) = fx(x)fy(y) X,Y independent X, Y independantes
Xq,..., X, IR random sample from Féchantillon aléatoire
E(X"Y?) joint moment moment conjoint
cov(X,Y) covariance of X and Y covariance de X et Y
corr(X,Y) correlation of X and Y correlation de X et Y
EX|Y =vy) conditional expectation of X espérance conditionnelle de X
var(X | Y =vy) conditional variance of X variance conditionnelle de X
Xy rth order statistic riéme statistique d'ordre
Probability and Statistics for SIC slide 175
5.1 Basic Notions slide 176
Motivation

Often we have to consider the way in which several variables vary simultaneously. Some examples:
Example 142. The distribution of (height, weight) of a student picked at random from the class.

Example 143 (Hats, continuation of Example 47). Three men with hats permute them in a random
way. Let Iy be the indicator of the event in which man 1 has his hat, etc. Find the joint distribution of

(I, 15, I3).

Our previous definitions generalise in a natural way to this situation.

Probability and Statistics for SIC slide 177
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Note to Example 143

The possibilities each have probability 1/6, and with the notation that I; indicates that the jth hat is
on the right head, are

1 2 3

1 2 3 (I, 1I3)=(1,1,1)
1 3 2 (I, I, I3) = (1,0,0)
2 1 3 (I1,1,13)=(0,0,1)
2 3 1 (I,13,13) = (0,0,0)
31 2 (I, I3) = (0,0,0)
3 2 1 (LI 1I3) =(0,1,0)

from which we can compute anything we like.
Probability and Statistics for SIC note 1 of slide 177

Discrete random variables

Definition 144. Let (X,Y) be a discrete random variable: the set
D ={(z,y) €eR*: P{(X,Y) = (z,9)} > 0}
is countable. The (joint) probability mass function of (X,Y) is
fxy(@,y) =P{X,Y) = (z.9)}, (z,9) €R*
and the (joint) cumulative distribution function of (X,Y) is
Fxy(r,y) =P(X <x,Y <y), (r,y) R

Example 145 (Hats, Continuation of Example 143). Find the joint distribution of
(X,Y) = (I1, I + I3).

Probability and Statistics for SIC slide 178

Note to Example 145

The lines of the table in the previous example all have probabilities 1/6, so, for example, we have
£(0,0) =P(X =0,Y = 0) = P{configuration (2, 3, 1)} + P{configuration (3,1,2)} = 2/6.

In a similar manner, we obtain:

z y fz,y)
0 0 2/6
01 2/6
02 0/6
10 1/6
11 0/6
12 1/6
Probability and Statistics for SIC note 1 of slide 178
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Continuous random variables

Definition 146. The random variable (X,Y) is said to be (jointly) continuous if there exists a
function fx y(z,y), called the (joint) density of (X,Y"), such that

P{(X,Y) € A} = // Fxy(u,0) dudo, A C R
(u,w)EA

By letting A = {(u,v) : u < z,v < y}, we see that the (joint) cumulative distribution function of
(X,Y) can be written

T Y
FX,Y(wvy) = P(X < I’,Y < y) = / / fX,Y(uvv) dUdvv (%9) € R27

and this implies that
2
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Example

Example 147. Calculate the joint cumulative distribution function and P(X < 1,Y < 2) when

e Y, y>x >0,

0, otherwise.

Ixy(z,y) o {

We can write f(x,y) = ce * YI(y > z)I(x > 0), where I(A) is the indicator function of the set A.

Probability and Statistics for SIC slide 180
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Note to Example 147

Note that if min(x,y) < 0, then F(z,y) = 0, and consider the integral for y > z (sketch):

F(z,y) = / du/ dv f(u,v)
_“du/ e’ dv

we v [e_v]Z

U

due ™ [67“ — efy]
du (72" — e7%7Y)

e =37
c

[1 —e % _ 27V 4 Qefyfm] .

On setting x = y = +00, we get %c =1, and this implies that ¢ = 2.
Now for y < z, consideration of areas shows that we should take the above formula with y = z, so

1—e 22427 %Y —27Y, y>zx>0,
F(I’,y): 1+672y_267y7 $2y>07
0, otherwise.

Thus F(1,2) =1—e2+2 3 -2 2=1-3e2+23
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Exponential families

Definition 148. Let (Xi,...,X,) be a discrete or continuous random variable with mass/density
function of the form

P
flz1,...,z,) = exp {Zsi(aﬁ)ﬁi — K(b1,...,0p) +c(z1, ... ,xn)} , (x1,...,2,) € D CR",
i=1
where (61,...,0,) € © C RP. This is called an exponential family distribution—not to be confused
with the exponential distribution.

Example 149. Show that the (a) Poisson and (b) gamma distributions are exponential families.

Example 150 (Random graph model). (a) Suppose that we have d > 3 nodes, and links appear
between nodes i and j (i # j) independently with probability p. Let X; ; be the indicator that there is
a link between i and j. Show that the joint mass function of X1 ,...,X4_14 is an exponential family.
(b) If s1(x) = 32, jxi,j and sa(x) = >, iy TijTj KTk, discuss the properties of data from an
exponential family with mass function

f(x12,. . x4-1.4) = exp {s1(2)0 + s2(x) — k(6,5) + c(x1,2, ..., Ta-1.4)}, 6,8€R,

as 0 and 3 vary.
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Note to Example 149
O (a) We write

flx;N) = Aexp(—\)/z! =exp(zlog\ — A —logz!), A>0,z€{0,1,...},

which is of the required form with n =p =1, s(z) =z, § =log\ € © =R, k(0) = exp(f), and
c(x) = —logz!.
O (b) We write
flz; X\, 0) = X2% Lexp(—=Az)/T'(a)
= exp{alogz — Az + alogA —logl'(a) —logz}, A a>0,z>0,
which is of the required form withn =1, p=2, 01 =, o = -\, so ® =R, xR_,
s1(x) =logz, sa(x) =x, s0 D =R xR, and x(0) = logI'(61) — 01 log(—02), c(z) = —log x.

Probability and Statistics for SIC note 1 of slide 181

Note to Example 150

O (a) Since the X; ; are Bernoulli variables, we can write f(x; ;) = p®i(1 — p)'=%ii, where
z;; € {0,1}, and 0 < p < 1. Since they are independent, their joint mass function is

f(@12,.. . 2a-1,0) = pri"i(l—P)l_xi"’

1<j

= exp melogp—i—z — x; ;) log(1 —p)

1<j 1<J

= exp | Y loglp/(1 - py + LD

i<j

log(1—-p)|,

which is of the given form with n = d(d —1)/2, p=1, s(z) =3, ; 7 j, c(T1,2,- .-, Ta-1,4) =0,
0 =log{p/(1—p)} € © =R, and x(0) = d(d — 1)log(1 + €?)/2 (check this).

Note that p = 1/2 corresponds to § = 0, which corresponds to links appearing independently with
probability 0.5, whereas setting 8 < 0 will give a very sparse graph, with very few links.

O (b) Here s1(x) counts how many links there are, and sy(z) counts how many triangles there are.
Increasing 3 therefore gives more probability to graphs with lots of triangles, whereas decreasing 3
makes triangles less likely. So, taking # < 0 and 5 > 0 will tend to give a graph with a few links,
but mostly in triangles. Note that the normalising constant is very complex, as it is

IOgZ exp {s1(z)0 + s2(z)B},

where the sum is over all 2" possible values of (z12,...,24-1,4).

0 Exponential families are very useful in practice, because
— many standard distributions can be written as exponential families,
— we can construct new ones to model things of interest to us,

— they have a unified probabilistic and statistical theory, with many nice properties.
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Marginal and conditional distributions
Definition 151. The marginal probability mass/density function of X is

>y fxy (@, y), discrete case,

00 . z e R.
7 fxy(z,y) dy, continuous case,

fx(x) = {

The conditional probability mass/density function of Y given X is

fyix(ylz) = JC)}XT((?)”, yER,

provided fx(z) > 0. If (X,Y) is discrete,

I[x(z) =P(X =x), fY\X(y |z2)=PY =y | X =2z).

[0 The conditional density fyx(y | ) is undefined if fx(x) = 0. (Why?)

00 Analogous definitions exist for fy (y), fx|v(z | ), and for the conditional cumulative distribution
functions FX|y(:r: | y),Fy|X(y | ).
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Examples

Example 152. Calculate the conditional PMF of Y given X, and the marginal PMFs of Example 145.
Example 153. Calculate the marginal and conditional densities for Example 147.

Example 154. Every day | receive a number of emails whose distribution is Poisson, with parameter
1 = 100. Each is a spam independently with probability p = 0.9. Find the distribution of the number
of good emails which | receive. Given that | have received 15 good ones, find the distribution of the
total number that | received.
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Note to Example 152

The joint mass function can be represented as

r oy flzy)
0 0 2/6
01 2/6
10 1/6
1 2 1/6

SO
fx(0) = f(0,0)+f(0,1) =2/3, fx(1) = [f(1,0)+ f(1,2) =1/3,
fr(0) = £00,0)+ f(1,0) =1/2, fr(1) = f(0,1) =1/3, fv(2) = f(1,2) = 1/6,

and from which we can compute the required conditional distribution.
For example, we have

2/6 1
0, = =35, ye{0,1},
fY|X(y’$:0):7fX’Y( N EEA. :
fx(0) 0, otherwise,
and so we obtain
x y flyl=z)
0 0 1/2
01 1/2
10 1/2
12 1/2
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Note to Example 153

O The only interesting cases are when z,y > 0. In this case the marginal density of X is

o0
fx(z) = 2/ e Y dy = 26721, x>0,
y

=x

and obviously this integrates to unity. The marginal density of Y is
y
fy(y) = 2/ e " Vdr=2Y1—-¢e"Y), y>0,
=0

and its integral is 2(1 — 1/2) = 1, so this is also a valid density function.

O For the conditional densities we have
fly|z) = 2e_x_y/(26_2x) =Y y>u,

and
flx|ly)=2"Y/{2e7V(1—eV}=e"/1—-¢eY), 0<z<uy.

It is easy to check that both conditional densities integrate to unity. Compare to Example 120.
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Note to Example 154

Let N denote the total number of emails, and G the number of good ones. Then conditional on
N =n, G ~ B(n,p), so

n! e M
)'(1—p)gp" gxme koo nef{0,1,2,...},g€{0,1,...,n}

fan(g,n) = fan(g | n)fn(n) = dn—g)!

where > 0 and 0 < p < 1. Thus the number of good emails G has density

falg) = ch,zv(g,n)

(e o]

ng( —9)
“HuI(1—p 1
_ szr where r =n — g,
r=0
~hu9(1 — p 1 — p)\o
= % X elLLp — weu(ll))’ g € {0,1,...},

which is the Poisson mass function with parameter p(1 — p).
Finally, given that G = g,

n! - n— J—) _
fon(g:n) _ gimgn (L =PV X Sge™t o
e 1) =" = ey g Ot

which is a Poisson distribution with mean up, shifted to start at n = g. Thus the number of spams
S = N — G has a Poisson distribution, with mean pp.
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Multivariate random variables

Definition 155. Let X1,...,X,, be rvs defined on the same probability space. Their joint
cumulative distribution function is

FXl,...,Xn(wh e ,.%'n) = P(Xl S T1ye.- 7Xn S .%'n)

and their joint density/mass probability function is

le,...,Xn (561, ceeodtn) =N OFx, X (T150-,Tn)

8$1...8$" 9

P(Xy =21,...,X,, =z,), discrete case,
,.In) = 8"FX1

continuous case.

We analogously define the conditional and marginal densities, the cumulative distribution functions,
etc., by replacing (X,Y) by X = X4, Y = Xp, where A,BC{1,...,n} and ANB = 1. So for
example, if n = 4, we can consider the marginal distribution of (X1, X5) and its conditional
distribution given (X3, Xy).

Subsequently everything can be generalised to n variables, but for ease of notation we will mostly limit
ourselves to the bivariate case.
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Multinomial distribution

Definition 156. The random variable (X1, ..., X)) has the multinomial distribution of
denominator m and probabilities (py,...,py) if its mass function is

m)

flag,... xp) =

k
T, T2 Tp .
T1,...,xr €410,...,m Zx'—m
$1!X"'X$k!p1p2 b ) » Lk {, > },‘ . j s
ji

where m € N and py...,px € [0,1], withpy + -+ + pr = 1.

This distribution appears as the distribution of the number of individuals in the categories {1,...,k}
when m independent individuals fall into the classes with probabilities {p1,...,pr}. It generalises the
binomial distribution to k > 2 categories.

Example 157 (Vote). n students vote for three candidates for the presidency of their syndicate. Let
X1, X5, X3 be the number of corresponding votes, and suppose that the n students vote independently
with probabilities p1 = 0.45, po = 0.4, and p3 = 0.15. Find the joint distribution of X1, X5, X3,
calculate the marginal distribution of X3, and the conditional distribution of X1 given X3 = x3.
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Note to Example 157

0 This is a multinomial distribution with k = 3, denominator n, and the given probabilities. The
joint density is therefore

!
n: €T €T €T
(w1, 22, 23) = z1lxslzs |P11P22P33a r1, 72,23 € {0,...,n}, E :5'31' =n.

O The marginal distribution of X3 is the number of votes for the third candidate. If we say that a
vote for him is a success, and a vote for one of the other two is a failure, we see that
X3 ~ B(n,p3): X3 is binomial with denominator n and probability 0.15.

Alternatively we can compute the marginal density for 23 = 0, ..., n using Definition 151 with
X =Xsand Y = (X1, X>) as
n!
P(Xz=u23) = > WPTIP?P?

{(z1,22):x1+22=n—23}

_ n! 3 Z (71 + 22)! T1, T2

(.%'1 + xg)'p?’ x1!ao! 1P
{(z1,z2):21+22=n—23}

_ n! T3 n—ax3
= Wl +x2)!p3 (p1+p2)
n!
- " T
(n— 903)'903'p3 "1 =ps
using Newton's binomial formula (Theorem 17) and the fact that p; +p2 = 1 — p3. Thus again we
see that X3 ~ B(n,p3).

O If we now take the ratio of the joint density of (X1, X5, X3) to the marginal density of X3, we
obtain the conditional density

),

fX ,X2,X. (1’1 x2,X3
fX17X2‘X3(w17x2 ’ 1’3) = 1,A42,A3 ) 9 )
fX3($3)

T1 T2 T3
3511352135311)1 P27 P3

ey (P1 o+ p2)Tr ey

_ (ot o) xQ)'W?W?, 0<x; <z+1+w,
Il!ZCQ!
where w1 = p1/(p1 + p2), m2 = 1 — m1. This density is binomial with denominator
n — x3 = x1 + 2 and probability 71 = p1/(1 — p3). Note that Xo = n — x3 — X3, so although the

conditional mass function here has two arguments X7, X5, in reality it is of dimension 1.

0 We conclude that, conditional on knowing the vote for one candidate, X35 = x3, the split of votes
for the other two candidates has a binomial distribution. If we regard a vote for candidate 1 as a
‘success’, then X ~ B(n — x3,m), where n — 3 is the number of votes not for candidate 3, and
mq is the conditional probability of voting for candidate 1, given that a voter has not chosen
candidate 3.
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Independence
Definition 158. Random variables X, Y defined on the same probability space are independent if
PXeAYeB)=PXecAPY eB), ABCR
By letting A = (—o0,z] and B = (—o0,y|, we find that
Fyy(z,y) = =Fx(x)Fy(y), z,y€R,
implying the equivalent condition

fX,Y(wvy) = fX(x)fY(y)v z,y €R, (2)

which will be our criterion of independence. This condition concerns the functions fxy(x,y), fx(z),
fy(y): X, Y are independent iff (2) remains true for all z,y € R.

If X, Y are independent, then for all z such that fx(z) > 0,

Pty o) = P0a) D) gy e

Thus knowing that X = z does not affect the density of Y: this is an obvious meaning of
“independence”. By symmetry fx|y(z | y) = fx(z) for all y such that fy(y) > 0.
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Examples

Example 159. Are (X,Y) independent in (a) Example 1457 (b) Example 1477 (c) when

€_3$_2y7 x?y > 07

fX,Y(xay) X { .
0, sinon.

If X and Y are independent, then in particular the support of (X,Y) must be of the form

Sx x Sy C R2.

Definition 160. A random sample of size n from a distribution F' of density f is a set of n
independent random variables which all have a distribution F'. Equivalently we say that X1,...,X,
are independent and identically distributed (iid) with distribution F, or with density f, and write

iid iid
le---an NFOI’Xl,...,Xn ~ f

By independence, the joint density of Xq,..., X, id fis

le,...,Xn(xlv e 7'7:71) = H fX(xj)
j=1

Example 161. /If X1, X5, X3 id exp(\), give their joint density.
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Note to Example 159

(a) Since
2 1

I[x(0)fy(2) = 375 # fxv(0,2) =0,

X and Y are dependent. This is obvious, because if | have the wrong hat (i.e., X = 0), then it is
impossible that both other persons have the correct hats (i.e., Y = 2 is impossible).

Finding a single pair (z,y) giving fxy(z,y) # fx(x)fy(y) is enough to show dependence, while to
show independence it must be true that fx y(z,y) = fx(x)fy (y) for every possible (x,y).

(b) In this case

277V y>x >0,

0, otherwise.

fxy(z,y) = {
and we previously saw that

fx(z) =2exp(-22)I(x > 0), fy(y)=2exp(—y){1 —exp(—y)}(y > 0),

so obviously the joint density is not the product of the marginals. This is equally obvious on looking at
the conditional densities.

In this case, the dependence is clear without any computations, as the support of (X,Y") cannot be the
product of sets I 4(x)Ip(y), but it would have to be if they were independent.

(c) The density factorizes and the support is a Cartesian product, so they are independent.
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Note to Example 161

The variables are independent, so

f(z1,x0,23) = f(z1) f(22) f(23) = 23 exp{—\(x1 +z2 +x3)}, 1,292,253 >0, A>0.
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Mixed distributions

We sometimes encounter distributions with X discrete and inuous, or vice versa.

e distribution of the number of insurance
oisson distribution. However, a claim is a rare
ion of small numbers should be applied. To model
r of claims X in one year follows a Poisson distribution
ean number of claims for a client with' Y = y is then

are more likely to make a claim than others.

the marginal distribution of X, and the conditional distribution of

Example 162. A big insurance company observes th
claims X in one year for its clients does not follow,
event, and so it seems reasonable that the distg

X, we suppose that for each client, the nu
Pois(y), but that Y ~ Gamma(a, \): t
E(X | Y =vy) =y, since certain clie
Find the joint distribution of (X, Y,
Y given X = z.
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Insurance and learning

Probability

Initial density
0 2 4 6 8 10
A S N S

00 02 04 06 08 1.0
P R N A

Probabily
00 02 04 06 08 10
L

of the number of accidents changes the distribution of the rate of
accidents y for an insured party 4fop left: the original density fy (y). Top right: the conditional mass
function fx|y(z | y = 0.1) fogfd good driver. Bottom left: the conditional mass function

fx|y(x | y =2) for a bad gfiver. Bottom right: the conditional densities fy|x(y | ) with z =0
(blue), 1 (red), 2 (black)}#3 (green), 4 (cyan) (in order of decreasing maximal density).
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The graph shows how the knowled

5.2 Dependence slide 190

Joint moments

Definition 163. Let X,Y be random variables of density fx y(z,y). Then if E{|g(X,Y )|} < oo, we
can define the expectation of g(X,Y") to be

., 0@y fxy(@my),  discrete case,
[[ g(z,y) fxy(z,y)dxdy, continuous case.

E{g(X,Y)} = {
In particular we define the joint moments and the joint central moments by
B(X'Y), BHX -EX)Y {Y —EM)F], rseN,

The most important of these is the covariance of X and Y,

cov(X,Y) = E[{X — E(X)} {Y — E(Y)}] = E(XY) — E(X)E(Y).
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Properties of covariance

Theorem 164. Let X,Y, Z be random variables and a,b,c,d € R constants. The covariance satisfies:

cov(X,X) = var(X);

0;

cov(Y,X), (symmetry);

beov(X,Z) 4+ ccov(Y, Z), (bilinearity);
bdcov(X,Y);

b? var(X) + 2bccov(X,Y) + ¢? var(Y);

< var(X)var(Y), (Cauchy—Schwarz inequality).

)

cov(a, X)

cov(X,Y)
cov(a+bX +cY, 7)
)

)

2

cov(a+bX,c+dY
var(a + bX + ¢Y
cov(X,Y)
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Note to Theorem 164

O All of this is mechanical computation. The only part that needs any thought is the last. For any
a € R, we have

var(aX +Y) = a®var(X) + 2acov(X,Y) 4+ var(Y) = Aa® + Ba + C > 0,
and since this quadratic polynomial in a has at most one real root, we have
B? — 4AC = 4cov(X,Y)? — 4var(X)var(Y) <0,

leading to cov(X,Y)? < var(X)var(Y).
O Equality would mean that there is precisely one real root, so var(aX +Y) = 0 for some q, in

which case aX + Y is a constant, ¢, say, with probability one, and therefore provided a # 0 there
is an exact linear relation a X +Y = ¢ between X and Y.
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Independence and covariance

If X and Y are independent and g(X), h(Y") are functions whose expectations exist, then

E{g(X)h(Y)} = --- = E{g(X)}E{h(Y)}.

By letting g(X) = X —E(X) and h(Y) =Y — E(Y), we can see that if X and Y are independent,
then
cov(X,Y)=---=0.

Thus X,Y indep = cov(X,Y) = 0. However, the converse is false.
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Linear combinations of random variables

Definition 165. The average of random variables X1,..., X, is X =n~! Z?Zl X;.

Lemma 166. Let Xy,...,X,, be random variables and a,by,...,b, be constants. Then (a)

Ea+b Xy 4 +0,X,) = a+ Y bE(X)),
j=1

n
var(a + 01 X1+ -+ b, X)) = Z b?var(Xj) + Z bjby, cov (X, Xp).
=1 i#k
(b) If X1,..., X, are independent, then cov(X;, X;) =0, j #k, so

var(a + 01 X1 + - + b, X,,) = Z b?var(Xj).
j=1

(c) If X1,...,X, are independent and all have mean i and variance o2, then

E(X)=p, var(X)=ad%/n.

Example 167. Let X, X5 be independent rv's with E(X;) = 1, var(X;) = 1, E(X>2) = 2,
var(Xs) =4, and Y =16 + 5X; — 6X5. Calculate E(Y), var(Y').
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Note to Lemma 166

(a) The expectation of a + by X1 + - - - + b, X, follows easily from the fact that expectation is a linear
operator.

The variance of a + b1 X1 + -+ - + b, X, follows by extending the result on var(a + bX + ¢Y’) from
Theorem 164 in an obvious way.

(b) Obvious.

(c) Use (a) and (b) with a =0, by = --- = b, = 1/n and the facts that E(X;) = y, var(X;) = o2
and cov (X, Xj) = 0 when j # k, since the variables are independent.
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Note to Example 167
Lemma 166 gives

E(Y) = E(16+5X; — 6X) = 16 + 5B(X1) — 6B(Xs) =16 +5x1—6x2 =0,
var(Y) = var(16 +5X; — 6Xo) = 5%var(X1) + (—6)%var(Xz) = 25 x 1+ 36 x 4 = 169.
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Correlation

Unfortunately the covariance depends on the units of measurement, so we often use the following
dimensionless measure of dependence.

Definition 168. The correlation of X, Y is

cov(X,Y)
{var(X)var(Y)}/?

corr(X,Y) =

This measures the linear dependence between X and Y.
Example 169. We can model the heredity of a quantitative genetic characteristic as follows. Let X be
its value for a parent, and Y| and Y5 its values for two children.

Let Zy,Zy, 73 id N(0,1) and take

X=21, Yi=pZi+1-p)"2Z, Yo=pZi+(1-p)?2Z;, 0<p<l.

Calculate E(X), E(Y;), corr(X,Y;) and corr(Y7,Y>).
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Note to Example 169
[0 Easy to use linearity of expectation to see that E(X) = E(Y;) = 0 and that
var(X) = var(Y;) = 1.
O Since the Zs are independent and therefore are uncorrelated, and using the bilinearity of
covariance, we have
cov(X,Y;) = cov{Zi,pZ1+ (1 — p2)1/22j}
cov(Z1, pZ1) + cov{Zy, (1 — p)Y2Z;}
= peov(Zy, Z1) + (1 — p?)2cov (24, Z;)
= pvar(Z1) +0=p.
O Likewise
cov(Y,Ys) = cov{pZi + (1 — p?)V2Zy, pZ1 + (1 — p*)/2 23}
= pPeov(Zy, Z1) + p(1 — p2)Y2cov(Zy, Z3) + p(1 — p*)2cov(Za, Z1)
+(1 = p*)cov(Zy, Z3)
= pQCOV(Zl, Z1)
= p*var(Zy) = p2.
O Therefore corr(X,Y;) = p > corr(Y7, Y2) = p?, since 0 < p < 1

So the correlation between siblings is less than that between a parent and his/her offspring. A
similar computation shows that the correlation between cousins will be p*.
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Properties of correlation

Theorem 170. Let X, Y be random variables having correlation p = corr(X,Y’). Then:
(b) if p = +£1, then there exist a,b,c € R such that

aX +bY +¢c=0

with probability 1 (X and 'Y are then linearly dependent);
(c) if X,Y are independent, then corr(X,Y) =0;
(d) the effect of the transformation

(X,Y)—= (a+bX,c+dY)

corr(X,Y) — sign(bd)corr(X,Y).
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Note to Theorem 170

(a) Just apply the Cauchy-Schwarz inequality.

(b) Equality in the Cauchy—Schwarz inequality arises iff we have var(aX + bY + ¢) = 0 for some
a,b,c € R, and this can only mean that a X 4 bY + ¢ = 0 with probability 1.

(c), (d) Just computations.
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Limitations of correlation

Note that:
O correlation measures linear dependence, as in the upper panels below;
0 we can have strong nonlinear dependence, but correlation zero, as in the bottom left panel;

0 correlation can be strong but specious, as in the bottom right, where two sub-populations, each
without correlation, are combined.

tho=-03 tho=09

tho=0 tho=09
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Correlation # causation

Two variables can be very correlated without one causing changes in the other.

O The left panel shows strong dependence between the number of mobile phone transmitter masts,
and the number of births in UK towns. Do masts increase fertility?

OO The right panel shows that this dependence disappears when we allow for population size: more
people = more births and more transmitter masts. Adding masts will not lead to more babies.

rho=0.92 rho=-0.09
i J 8 . .
83 Poole®] L .
@ »° S e 2% °
c N ~ ool . °
2 4 o °‘ o2 Je* 2% A Y. ¢
— [ ] T ]
£8 a 8w .g. ~ e
o 7 o o® -7 % o Sodsey
s & ® o of = o S
© o 0o |* 0® gote’
= _ .: -1 ® @ ‘ '.
N o.. . o %
+—- e LJ
& T T 1 T T 1 T T 1 T 1 T
20 50 200 1000 5000 20 50 200 1000 5000
Number of transmitter masts Number of transmitter masts
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Conditional expectation

Definition 171. Let g(X,Y’) be a function of a random vector (X,Y). Its conditional expectation
given X =x is

Yoo 9@, y) fyix(y ] @), in the discrete case,
E{g(X,Y)| X =z} =Y | , .
| 9T, y) fy|x(y | ) dy, in the continuous case,

on the condition that fx(x) > 0 and E{|g(X,Y)|| X = x} < co. Note that the conditional
expectation E{g(X,Y) | X = x} is a function of x.

Example 172. Let Z = XY, where X and Y are independent, X having a Bernoulli distribution with
probability p, and Y having the Poisson distribution with parameter \.

O Find the density of Z.
O FindB(Z | X = z).

Example 173. Calculate the conditional expectation and variance of the total number of emails
received in Example 154, given the arrival of g good emails.
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Note to Example 172

The event Z = 0 occurs iff we have either X = 0 and Y takes any value, or if X =1 and Y = 0.
Since X and Y are independent, we therefore have

F2(0) = ip(x =0,Y =y)+P(X =1,Y =0)
=0

oo

= Y P(X=0)P(Y =y) +P(X = 1)P(Y =0)

Similarly
fz(z) =P(X=1Y =2)=P(X =1)P(Y =2) =px Ve /zl, z2=1,2,....

No other values for Z are possible. Clearly the above probabilities are non-negative, and

> fz(2) = (1—p)+pe +ZW /2 = +pz>\z A =(1-p) +p=1,
z=0
SO

f _ (l_p)+pei)\7 2:07
i p e Nz, z=1,2,...,

is indeed a density function.
Now
EZ|X=2)=EXY | X=2)=E@Y | X=2)=zEY | X =2)=2E(Y) =z,

since if we know that X = z, then the value  of X is a constant, and since Y and X are
independent, E{h(Y) | X = a2} = 2E{h(Y)} for any function h(Y"). Therefore

E(Z|X=0)=0, BE(Z|X=1)=A\
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Note to Example 173

The number of spams S = N — G has a Poisson distribution, with mean pu. Thus the conditional
expectation of N given G = g is

E(N|G=g)=ES+G|G=g)=ES+yg|G=9g)=pu+y,
because conditional on G = g, we treat g as a constant, and S ~ Poiss(pu). Likewise

var(N |G =g)=var(S+ G| G=g) =var(S+g | G=g) =var(S | G=g) = pp.
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Expectation and conditioning

Sometimes it is easier to calculate E{g(X,Y")} in stages.
Theorem 174. If the required expectations exist, then

E{g(X,Y)} = Ex[E{g(X,Y)|X ==z}],
var{g(X,Y)} = Ex[var{g(X,Y)|X = z}] + varx [E{g(X,Y) | X = z}].

where Ex and varx represent expectation and variance according to the distribution of X.

Example 175. n = 200 persons pass a busker on a given day. Each one of them decides
independently with probability p = 0.05 to give him money. The donations are independent, and have
expectation ju = 2% and variance 0> = 1$?. Find the expectation and the variance of the amount of
money he receives.
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Note to Example 175

O Let X; =1 if the jth person decides to give him money and X; = 0 otherwise, and let Y} be the
amount of money given by the jth person, if money is given. Then we can write his total takings as

where Xq,..., X, id B(1,p) are independent Bernoulli variables and Y7,...,Y, id (u,02). We
want to compute E(T") and var(T).

O We first condition on X7,..., X, in which case (using an obvious shorthand notation)
ET|X=12) = EViX;++Y,X, | X =2)

n
= Y E(Y;X; | X =u2)
j=1

n n n n
= D aB(Y; | X =) =) wB(Y)) =D au=p)
j=1 j=1 j=1 j=1
var(T' | X =2) = var(V1 X5+ -+ Y, X, | X =)

n
= Zvar(Yij | X =) by independence of the Y;

i=1
n n n

_ 2 ‘ o) 2 2 2 ‘

= E rivar(Y | X =) = E riot =0 E xj.
j=1 j=1 Jj=1

In these expressions the X; are treated as fixed quantities x; and are regarded as constants, since
the computations are conditional on X; = ;. Note that x? = z;, since x; = 0, 1.

00 Now we ‘uncondition’, by replacing the values x; of the X by the corresponding random variables,
and in order to calculate the expressions in Theorem 174 we therefore need to compute

E Mzn:Xj , var Mzn:Xj , B UZZn:Xj
j=1 j=1 j=1

We have that S = Z?Zl X; ~ B(n,p), so S has mean np and variance np(1 — p), and this yields
E(T) = Ex[E{T | X =uz}| =Ex (1S) = pEx(S) = npp = 200 x 0.05 x 2 = 20,
var(T) = Ex|[var{T | X = a}] + varx [E{T | X = z}]
= Ex(¢%8) 4 varx(uS) = npo? + p*np(1 — p)
= 200 x 0.05 x 1+ 22 x 200 x 0.05 x 0.95 = 48.
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5.3 Generating Functions slide 201

Definition

Definition 176. We define the moment-generating function of a random variable X by
Mx (t) = E(e")

for t € R such that Mx (t) < co.

O Mx(t) is also called the Laplace transform of fx(x).

(0 The MGF is useful as a summary of all the properties of X, we can write

My(r) = B(e!¥) = B (Z “f) = > LX),
r=0 r=0

from which we can obtain all the moments E(X") by differentiation.

Example 177. Calculate Mx (t) when: (a) X = ¢ with probability one; (a) X is an indicator variable;
(c) X ~ B(n,p); (d) X ~ Pois()); (¢) X ~ N(p,0?).
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Note to Example 177
(a) X is discrete, so Mx(t) =1 x e!*¢ = e, valid for t € R.

(b) Here Mx () = (1 — p)et*9 + pet*1 =1 — p + pe!, valid for t € R.
(c) Using the binomial theorem we have

n

Mx(t) = xzn%ff“” (Z)pm(l —p)"T =) (Z) (pe)* (1 =p)" " =1 —p+pe)", teR

=0
(d) We have
i~ x i~ t\x
Mx(t) = Z emt)\—ef)‘ = Z (Ae) e M =exp(Ael)e™ =exp{A(e! — 1)}, teR,

z! z!

oo
n=0

where we have used the exponential series e = "> a™/n! for any a € R.

(e) We first consider Z ~ N(0,1) and compute

o o 1
E(e'?) :/ e x ¢(z)dz :/ el x ——e %2 dz.

— o —co 27

The fact that the N(u1, 0?) density integrates to 1, i.e.,

> 1 2 2
~(e=m?/(20%) gy — 1 R,o > 0
e T , HeER, 0>
—00 \/27('0'2

implies, on expanding the exponent and re-arranging the result, that

1

| e (=t 2o%) auja?} do = cexp {4/200)} . pe R R

If we take 0 = 1, u = t, the left-hand side is the MGF of Z, and the right is et2/2, valid for any ¢ € R.
(As an aside, note that if we take u = 0,02 = 1/(1 — 2t), then the left-hand side is the MGF of Z2,
and the right is (1 — 2t)~'/2, valid only if ¢ < 1/2. Thus

My(t) = (1 =272, t<1/2.

This is the moment-generating function of a chi-squared random variable with one degree of freedom.)
Now note that

B(e™X) = Blexp{t(u+02)}]
= exp(tp)E[exp{(to)Z}]
= expltn + (t0)?/2}
= exp(tp+t36%/2), teR.
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Important theorems |

Theorem 178. If M(t) is the MGF of a random variable X, then

Mx(0) = 1;
Mappx(t) = e Mx(bt);
, 8er(t)
B(X") = —)—| ;
( ) atr =0
BE(X) = Mx(0);
var(X) = M%(0) — M%(0)%.

Example 179. Find the expectation and the variance of X ~ exp(]\).

Theorem 180 (No proof). There exists an injection between the cumulative distribution functions
Fx(z) and the moment-generating functions Mx (t).

Theorem 180 is very useful, as it says that if we recognise a MGF, we know to which distribution it
corresponds.
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Note to Theorem 178

This is just a series of mechanical computations, the last three of which involve differentiation of
Mx (t) with respect to ¢ under the integral sign.
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Note to Example 179

A simple calculation gives

o o )\
Mx(t) = / et x e M dx = )\/ e AT gy — Pt t <A
0 0 -

Then we just differentiate Mx (t) twice, getting

and set t = 0, using Theorem 178 to get the expectation and variance, A~! and A\~2 respectively.
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Linear combinations

Theorem 181. Let a,by,...,b, € R and X1,...,X,, be independent rv's whose MGFs exist. Then
Y=a+0 X1+ - +b,X,, has MGF

n
My(t) == et“ H MX]- (tbj).
j=1
In particular, if Xq,..., X, is a random sample, then S = X1 + --- + X,, has
Ms(t) = Mx(t)".

Example 182. Let X1, X» b Pois(\), Pois(yt). Find the distribution of X1 + Xo.

Example 183. Let X1,..., X, be independent with X; ~ N (p;, 02). Show that

Y=a+0 X1+ +b,X, ~ N(a+bips+ -+ bypin,bio] + - + b202) :

thus a linear combination of normal rv's is normal.
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Note to Theorem 181

This simple calculation uses the fact that independence of X1, ..., X,, implies that the expectation of
a product is the product of the expectations.
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Note to Example 182
Theorem 181 implies that
Mx,+x,(t) = Mx, (t)Mx, (t) = exp{(M + X2)(e' = 1)}, t€R,

so by Theorem 180 and Theorem 177(d) we recognise that X; + X5 is a Poisson variable with
parameter A1 + Ag.
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Note to Example 183
Since the X are independent and their MGFs are M (t) = exp(tu; + t20'J2-/2), we can first use
Theorem 181 to see that

My (t) = &[] Mx;(tb))
j=1

n
= exp(ta) H exp(tb;p; + thiajz-/Q)
j=1

= explt(a+ b + -+ bupn) + (82/2) (0767 + - + 02b2)],
and then Theorem 180 to obtain

Y ~ N(a+bips + -+ bypy, biot + -+ + biop).
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Important theorems Il

Definition 184 ( N Reminder). Let {X,}, X be random variables whose cumulative distribution
functions are {F,,}, F. Then we say that the random variables {X,,} converge in distribution to X,
if, for all x € R where F is continuous,

We then write X, L x.

Theorem 185 (Continuity, no proof). Let {X,,}, X be random variables with distribution functions
{F,.}, F, whose MGFs M, (t), M(t) exist for 0 < |t| < b. Then if M,(t) — M(t) for [t| < a < b when

D , : :
n — oo, then X,, — X, i.e., F,(z) — F(z) at each z € R where F is continuous.

Example 186 (Law of small numbers, Il). Let X,, ~ B(n,p,) and X ~ Pois(\). Show that if
n — 00, pp, — 0 in such a way that np, — A, then

X, 2 x.
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Note to Example 186

The results from Example 177 give Mx, (t) = (1 — p,, + ppet)™ for X,, ~ B(n, p,) and
Mx (t) = exp{A(e! — 1)} for X ~ Pois()\), both valid for t € R.

We use the fact that if a € R, then (14 a/n)" — €% as n — oo.

If n — oo and np, — A, we can write

Mx,(t) = (1 — pp + pne’)™ = {1 + %t_l)}n — exp{A(e —1)} = Mx(t), teR,

and this is true for any ¢ € R. Hence the hypothesis of the theorem is clearly satisfied, and thus
X, 2 x.
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Mean vector and covariance matrix

Definition 187. Let X = (X1,...,X,,)" be a p x 1 vector of random variables. Then

E(X1)
E(X)le = )
E(Xp)
var(Xy)  cov(Xy,Xs) -+ cov(Xy,Xp)
cov(Xq,Xs)  var(Xa) < cov(Xao, Xp)
cov(X1,Xp) cov(Xa, Xp,) - var(X,)

are called the expectation (mean vector) and the (co)-variance matrix of X.

The matrix var(X) is positive semi-definite, since
p
var Zanj =a"var(X)a > 0
j=1

for all vectors a = (ay,...,ap)" € RP.
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Moment-generating function: multivariate case

Definition 188. The moment-generating function (MGF) of a random vector
Xp><1 = (Xl, e ,Xp)T is

Mx(t) = E(e!' X) = B(eXr=1tX"), teT,

where T = {t € RP : Mx(t) < oco}. Let the rth and (r, s)th elements of the mean vector E(X ),y
and of the covariance matrix var(X),x, be the quantities E(X,) and cov(X,, Xj).

The MGF has the following properties:
O 0eT, thus Mx(0) =1,

O we have

OMx (t O*Mx(t
E(X)px1 = My(0) = 8t( ) var(X)pxp = WtT()
t=0 t=0

— M (0) M (0)";

O ifABcC{l,...,p} and ANB =10, and we write X 4 for the subvector of X containing
{Xj :j € A}, etc., then X4 and X3 are independent iff

Mx (t) = B(e!aXatt6X8) — My (1) Mx,(tg), teT:

O there is an injective mapping between MGFs and probability distributions.
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Example

Example 189. Emails arrive as a Poisson process with rate A emails per day: the number of emails
arriving each day has the Poisson distribution with parameter . Each is a spam with probability p.
Show that the numbers of good emails and of spams are independent Poisson variables with
parameters (1 — p)\ and pA.
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Note to Example 189

Let N =S + G be the total number of spam and good emails, and note that NV ~ Poiss(\), while
S = Zj\le I;, G = Zj-vzl(l — I;), with I; being the indicator that the jth message is a spam.
The joint MGF of S and G is therefore

N
E[exp(t15+t2G)] = E |exp Zt1[j+t2(1—lj)
j=1
N
= En |E|exp{ Y il +t2(1—1) p [IN=n| |,
j=1

where we have used the iterated expectation formula from Theorem 174. The inner expectation is

N n

Elexpd Y tli+ta(1—1;) p [N=n| = []Elexp{tal;+1t2(1 - I;)}]
j=1 j=1
because conditional on N = n, the Iy,..., I, are independent, and because they are Bernoulli

variables each with success probability p, we have
Elexp {t1]; + t2(1 — I})}] = " P(I; = 1) + P (I; = 0) = pe'* + (1 — p)e.

Therefore
N

E [exp Ztllj +t(1—-1;) ¢ | N=n| ={(1-p)e” —i—petl}n,
j=1

and on inserting the right-hand side of this into the original expectation, and then treating N = n as
random with a Poiss(\) distribution, we get

E{exp(tlS + tQG)} = En [{(1 — p)etQ +pet1}N}

= Z Z e {(1 —p)e’2 + peht }n

n=0
= exp [—)\ + A {(1 — p)e'? + pelt }]
= exp[-A1—-p+p) +r{(1 —p)e”? +pet1}]
= exp{=A(1—p)+ A(1 —p)e”} x exp (—Ap + Ape)
= E{exp(t2G)} x E{exp(t19)},

which is the MGF of two independent Poisson variables G and S with means (1 — p)\ and pA, as
required.
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Parenthesis: Characteristic function

Many distributions do not have a MGF, since E(e!*) < oo only for t = 0. In this case, the Laplace
transform of the density is not useful. Instead we can use the Fourier transform, leading us to the
following definition.

Definition 190. Let i = /—1. The characteristic function of X is
px(t) = E(eitX), t e R.

Every random variable has a characteristic function, which possesses the same key properties as the
MGF. Characteristic functions are however more complicated to handle, as they require ideas from
complex analysis (path integrals, Cauchy's residue theorem, etc.).

Theorem 191 (No proof). X and Y have the same cumulative distribution function if and only if
they have the same characteristic function. If X is continuous and has density f and characteristic
function ¢ then
1 > itx d
= — —IT (1) dt
fla) =5 [ e

for all x at which f is differentiable.
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Parenthesis: Cumulant-generating function

Definition 192. The cumulant-generating function (CGF) of X is Kx(t) = log Mx(t). The
cumulants k, of X are defined by

o0

tr d"Kx(t)
Kx(t) = Z ﬁ"im Ky = —ar o
r=1 =
It is easy to verify that E(X) = k1 and var(X) = ka.
The CGF is equivalent to the MGF, and so shares its properties, but it is often easier to work with the
CGF.

Example 193. Calculate the CGF and the cumulants of (a) X ~ N (p,0?); (b) Y ~ Pois()).
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Note to Example 193
We get directly from Example 177(d) that if X ~ A(u,0?), then (a)

Kx(t) =log Mx(t) = tu +t*0?/2, tER,

so we see that k1 =y and ko = 02, with all other cumulants zero.
(b) Likewise from Example 177(c),

Ky (t) =log My (t) = A(e' — 1), teR,

so k, = \ for all r.
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Cumulants of sums of random variables

Theorem 194. Ifa,by,...,b, are constants and X1, ..., X,, are independent random variables, then

n
Koty X1 +-+b, X, () = ta + Z Kx; (tb;).
=1

If X1,...,X, are independent variables having cumulants r;,, then the CGF of S = X1+ ---+ X, is

n n 0 4y
Ks(t) = ZKXj(t) = ZZ Fﬂj’r = ZF Zfij,r :
j=1 ’ r=1 " j=1

j=1r=1

the rth cumulant of X1 + --- 4+ X, is the sum of the rth cumulants of the X;. If the X1,..., X, i g

and have CGF K (t), then t has CGF nK (t) and has rth cumulant nk,.
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Note to Theorem 194

For the first result, just use take logarithms in Theorem 181. For the second, just use the definition of
the CGF in terms of the infinite series.
This result is very useful when looking at linear combinations of independent variables.
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Multivariate cumulant-generating function

Definition 195. The cumulant-generating function (CGF) of a random variable
prl = (Xl, . ,Xp)T is

Kx(t) =log Mx(t) =logE(e! X), teT,
where T = {t € RP : Mx(t) < oo}.

The CGF has the following properties:
O 0€T, thus Kx(0) =0;

O we have K x (1) R (1)
KX t KX t
EX)px1 = Kx(0) = —; ] var(X)psp = —5 50 Ly
O ifABC{l,...,p} and ANB =0, and we write X 4 for the subvector of X containing
{X,:j € A}, etc., then X 4 and X3 are independent iff

Kx(t) = log B(etAXAHsX8) = Ky (ta) + Kxy(tg), teT;

[0 there is an injective mapping between CGFs and probability distributions.
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5.4 Multivariate Normal Distribution slide 213

Multivariate normal distribution

Definition 196. The random vector X = (X1,...,X,)" has a multivariate normal distribution if
there exist a p x 1 vector = (1, ..., up)" € RP and a p x p symmetric matrix Q) with elements wj,
such that

U X ~ N(u p,uQu),  u € RP;
then we write X ~ Np(u, Q).

O Since var(u"X) = u™Qu > 0 for any u € RP, ) must be positive semi-definite.

00 This definition allows degenerate distributions, for which there exists a u such that var(u™X) = 0.
This gives mathematically clean results but can be avoided in applications by reformulating the
problem to avoid degeneracy, effectively working in a space of dimension m < p.
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Multivariate normal distribution, Il

Lemma 197. (a) We have
E(X;) = pj,  var(Xj) = wjj,  cov(Xj, Xp) = wi, J#F,

so p and §) are called the mean vector and covariance matrix of X.
(b) The moment-generating function of X is Mx (u) = exp(u™p + $u™Qu), for u € RP.
(c) If A,BC{1,...,p}, and ANB = then

Xa UL X & Qup=0.

(d) IF X1,.... Xn S N (,02), then Xnx1 = (X1,...,Xpn)" ~ Nou(uln, 021,).
(e) Linear combinations of normal variables are normal:

arx1+ BrxpX ~ N, (a+ Bu, BQB").
Lemma 198. The random vector X ~ N,(u,2) has a density function on R? if and only if Q is
positive definite, i.e., 2 has rank p. If so, the density function is

Wexp{—%(ﬂc—u)m‘lm—u)}, z € RP. (3)

fla;p, Q) = o

If not, X is a linear combination of variables that have a density function on R™, where m < p is the
rank of §.
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Note to Lemma 197

(a) Let e; denote the p-vector with 1 in the jth place and zeros everywhere else. Then
Xj=e;X ~ N(pj,wj;), giving the mean and variance of X;.
Now var(X; + X},) = var(X;) + var(X}) + 2cov(X;, Xj), and

Xj+ Xy = (ej +ex)" X ~ N(uj + g, wij + wir + 2wjr),

which implies that cov (X, Xi) = wjr = wi;.

(b) Since u™X ~ J\/(uTu,uTTQu), its MGF is Mty (t) = B(e™'X) = exp(tu™p + 1t2u™Qu). The
MGF of X is Mx (u) = E(e" X) = M,rx (1) = exp(u”p + 2u™Qu), for any u € R?, as stated.

(c) Without loss of generality, let X 4 = (X1,...,X,)", for 1 < ¢ < p, and partition t* = (t,1%),

w" = (p’, pg), etc. Also without loss of generality suppose that AU B = {1,...,n}, since otherwise
we can just set t; = 0 for j ¢ AUB. Then, using matrix algebra, the joint CGF of X can be written as

Kx(t) =t"pn+ 3t"0t = thpa + thus + 5thQaata + 3t508s8ts + thQasts.
This equals the sum of the CGFs of X4 and Xp, i.e.,
Kx () + Kxg(t) = thpa + 3t4Qaata + thus + +3t5Q08sts

if and only if the final term of Kx(¢) equals zero for all ¢, which occurs if and only if Q45 = 0. Hence
the elements of the variance matrix corresponding to cov(X,, Xs) must equal zero for any r € A and
s & A, as required. Clearly this also holds if AUB # {1,...,p}.

(d) In this case each of the X; has mean y and variance o2, and since they are independent,

cov(X;, Xy) =0 for j # k. If u € R", then «"X is a linear combination of normal variables, with

mean and variance
E wjp = u"ply, g ua—uau

so X ~ Ny (ul,,0%l,), as required.
(e) The MGF of a + BX equals

el My (B™t)
= exp{ta+ (B"t)"u+ 3(B"t)"Q(B"t)}
= exp{t'(a+ Bp)+ 5t"(BQB")t},

E [exp{"(a + BX)}] = Efexp{t"a + (B")"X)}

which is the MGF of the NV,.(a + Bu, BQB™) distribution.
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Note | to Lemma 198

OO Since § is positive semi-definite, the spectral theorem tells us that we may write Q = ATDA,
where D = diag(dy, ..., d,) contains the eigenvalues of 2, with dy > dy > --->d, >0, and A is
a p x p orthogonal matrix, i.e., ATA = AA" =1, and |A| = 1. Note that
|| = |[ATDA| = |AT| x |D| x |A| = |D|, and that if the inverse exists, Q! = ATD"1A.

O Now Y = AX ~ N,(Ap, AQAT), and AQA™ = AATDAA™ = D is diagonal, so Y1, ...,Y, are
independent normal variables with means b; given by the elements of Ay and variances d;.

0 Suppose that d, > 0, so that Q has rank p. Then all the Y; have non-degenerate normal densities,
and since they are independent, their joint density is

p . p.)2
prto) = ] mty e {2l = em i e (< -0 0 - ).

Since Y = AX and A~! = AT, we have that X = ATY, and this transformation has Jacobian
|AT| = 1. Since |D| = ||, we can appeal to Theorem 204 and hence write the density of X as
Fx(@) = |AT| fy (Az) = (27) P2|Q) V2 exp {~ 4 (Az — Ap)"D"N(Az — Ap)}, @€ R,

where (Az — Ap)" D~ YAz — Ap) = (v — p)"ATD L A(z — p) = (z — )™ QY (x — p), giving (3).

O If Q has rank m < p, then d,;, > 0 but d,;,41 =--- =d, = 0. In this case only Y7,...,Y,, have
positive variances, and the argument above allows us to construct a joint density for Y7,...,Y,, on
R™. Since Yy, = by, ...,Y, = b, with probability one, we can write

X =AY = A"Yy, ..., Yo, byi1s- .-, bp)",

which confirms that the density of X is positive only on an m-dimensional linear subspace of R?
generated by the variation of Y7,...,Y,,; it might be said to have only ‘m degrees of freedom'.
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Note Il to Lemma 198

OO Since €2 is symmetric and positive semi-definite, the spectral theorem tells us that we may write
Q= ADA", where D = diag(dy,...,dp) contains the (real) eigenvalues of €2, with
di>dy>--->d,>0,and Ais a p x p orthogonal matrix, i.e., ATA=AA" =1, and |[A] = 1.
The columns Aq,..., A, of A are the eigenvectors corresponding to the respective eigenvalues;
note that

p
Q0 =ADA" =) d;a;a],
j=1

that |Q] = [ADA™| = |A| x |D| x |AT| = |D|, and that Q~! = AD~' AT if the inverse exists.
O Now let Y; ~ N(0,d;) be independent variables, let Y = (Y7,...,Y},)", and let u € RP; note that
if d; = 0 then Y; = 0 with probability one. Then

p
WX =ut(p+AY) =u"p+ Z Yju'a;
j=1

is a linear combination of normal variables, so it has a normal distribution, with mean «™u and
variance

n

P n
var | u'p + E Yiulaj | = E (u"aj)*var(Y;) = u” g djajaj | uw=u"Qu,
j=1 j=1 Jj=1

which implies that X = p+ AY ~ Np(u, ), according to Definition 196.

O Now X =pu+ Z?Zl Yja; can be constructed by scaling the eigenvectors a; of Q2 by
normally-distributed factors Y;, so X — p lies in the linear space S = span(ay, ..., a,) generated
by the eigenvectors a; for which d; > 0. If d, > 0, then m = p and S = R?, but otherwise S is a
proper subspace of RP generated by a1, ...,am,, and dy > --- > d,, > 0 but
dm41 = -+ =dp = 0. In this case X has a density on 1t + S, but places no probability elsewhere.

O  For example, suppose that p =2, a; = (1,0)T and ag = (0,1)". If m = 2, then dy,ds > 0, and X
can lie anywhere in R?, whereas if m = 1, then d; > 0 but d» = 0, and X can only take values in
the z-axis, within which its density is N'(u1,dy). If m =0, then X takes the constant value u
with probability one.

0 To compute the density of X, suppose that m > 1 and note that the non-degenerate part of
Y =A"X —p), Yy = (Y1,...,Y)", say, has joint density

Fro () = [[(@nd;) " exp {—y7/(2d;)} = (2m) P2 Dy | exp (-39 Dy yy)
j=1

where D, = diag(dy,...,dn) and y4 = (y1,.. ., Ym)".

O If Q has rank m < p, then d,;, > 0 but d,;,41 = --- =d, = 0. In this case only Y7,...,Y}, have
positive variances, and the argument above allows us to construct a joint density for Y7,...,Y,, on
R™. Since Y, = by, ..., Y, = b, with probability one, we can write

X =AY = A"Y1, ..., Yo, bngts - - bp)",

which confirms that the density of X is positive only on an m-dimensional linear subspace of R?
generated by the variation of Y7,...,Y,,; it might be said to have only ‘m degrees of freedom'.
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Bivariate normal densities

Normal PDF with p =2, p1 = po =0, w11 = wae = 1, and correlation p = wlg/(w11w22)1/2 =0 (left),
—0.5 (centre) and 0.9 (right).

tho=-05 tho=0.9

g
1
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Examples

Example 199. If X ~ N (1,4) , Y ~ N(—1,9), corr(X,Y) = —1/6, and they have a joint normal
distribution, give the joint distribution of (X,Y"). Hence find the distribution of W = X + Y.

Example 200. If X1, ..., X4 "5 N(0,02), find the distribution of Y = BX when

-1 -1 -1
-1 1 1

&
Il
O = T S

Probability and Statistics for SIC slide 217

136



Note to Example 199

Part (a) of Lemma 197 gives that
(7) ~2{ (50 (st o))}

and we know all the elements of the matrices except

cov(X,Y) = corr(X,Y) x y/var(X) x y/var(Y) = —1/6 x 2 x 3 = —1.

)~ q(4)- (5 W)

Since W is a linear combination of normal variables, it has a normal distribution, and we can apply
Part (e) of Lemma 197 with r =1, p=2, a =0 and B = (1, 1) to obtain

W =(1,1) (J}f) ~ M {0 + (1, 1)(1,=1)T,(1,1) <_41 _91> G)} = N(0,11).
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Therefore

Note to Example 200

For this we use parts (d) and (e) of Lemma 197. For (d) we take = 04x1 and © = o214, and for (e)
we take a = 0447 and the stated matrix B. Thus

Y = a+ BX ~ Ny (a+ Bu, BOB") 2 Ny (0,6°BB") £ N, (0,40°14)

because it is easy to check that BBT = 4I,. Thus the variables Y1,...,Y; have N(0,40?)
distributions, and are independent because their covariance matrix is diagonal.
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Marginal and conditional distributions

Theorem 201. Let X ~ N,(ptipx1, Qpxp), where |Q| >0, and let A,B C {1,...,p} with

Al =q<p,|Bl=r<pand ANB=.

Let pa, Q4 and Qp be respectively the q x 1 subvector of i, ¢ X q and q X r submatrices of )
conformable with A, A x A and A x B. Then:

(a) the marginal distribution of X 4 is normal,

X~ No(pa, a);
(b) the conditional distribution of X 4 given Xp = x is normal,
Xa| Xp=ap~Ng{pa+QusQg" (x5 — 18), 24 — QapQy'Qpa}

This has two important implications:
O (a) implies that any subvector of X also has a multivariate normal distribution;

O (b) implies that two components of X 4 are conditionally independent given X if and only if the
corresponding off-diagonal element of Q4 — QABQ?QBA equals zero.
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Proof of Theorem 201

First note that without loss of generality we can permute the elements of X so that the components of
X 4 appear before those of X, then writing X™ = (X7, X}3). Partition the vectors ¢, 11, and the
matrix £ conformally with X, using obvious notation.

(a) The CGF of X is

ta) (1a ta) Qa4 QB (ta
et () ()1
x(®) ATy tg ws) 2 \ts Qpa Q5 ) \Is

We obtain the marginal CGF of X 4 by setting tz = 0, giving

ta\ " [ pa ta\ [ Q4 Qus\ (ta

_ 1 _ 11
= () () <2 (5) (o ) () —twnas i
which is the CGF of the NV, (p4,Q4) distribution.

(b) Consider W = X 4 — QABQ;XB. This is a linear combination of normals and so is normal, and
its mean and variance matrix are

A — QasQ us, Qi — Qaps' Qpa,
and as cov(Xg, W) = 0 (check!) and they are jointly normally distributed, W 1L Xp. Now
Xa=W+ Qa5 X,

and as W and Xp are independent, the distribution of W is unchanged by conditioning on the event
Xp = x5. The conditional mean of X 4 is therefore

E(Xa | Xp=28) = E(W+QusQ5' X5 | Xp = 25) = E(W)+QusQ5' 25 = pa+Q4s05" (x5—15)
as required. Likewise
var(X 4 | Xp = ag) = var(W + QABleXB | Xp =ap) =var(W) = Qg — QABnglQBAa

because the term in Xj is conditionally constant. This gives the required result.
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Example

Example 202. Let (X1, X3) be the pair (height (cm), weight (kg)) for a population of people aged

20. To model this, we take
(180 0 225 90
F=\7 /) =90 100)"

(a) Find the marginal distributions of X, and of Xo, and corr(X1, Xo2).
(b) Do the marginal distributions determine the joint distribution?
(c) Find the conditional distribution of Xo given that X1 = x1, and of X, given that Xy = x5.
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Note to Example 202
(a) The marginal distributions are X7 ~ N(180,225) and X5 ~ AN (70,100). The correlation is

w12 90 _ 90
Voriwn /225 x 100 150

= 0.6.

(b) Clearly not, because they don't determine the correlation.
(c) For this we have

Xa| Xp =z~ Ng{pa+ QasQs" (x5 — us), 24 — QasQz' Qsa} -
where X 4 = X5, X = X1, so

pa+ QapQgt(xs — ps) = po +wawil(x1 — p1) = 70 + 0.4(z1 — 180),
Qu— QasQp'Qpa = 100 —90?/225 = 64.

Thus Xy | X1 = 21 ~ N{70 + 0.4(x1 — 180),64}: larger height leads to larger weight, on average.
A similar computation gives

X1 | Xg =29 ~ N{180 + 0.9(x — 70), 144}

In each case the mean depends linearly on the conditioning variable, and the conditional variance is
smaller than the marginal variance, consistent with the idea that conditioning adds information and
therefore reduces uncertainty.
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Bivariate normal distribution

The normal bivariate density for (X1, X2) =(hauteur, poids), as well as the straight lines
E(Xy | X1 =21) =70+ 0.4(x; — 180) (blue) and E(X; | X9 = x9) = 180 + 0.9(z2 — 70) (green).
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Francis Galton (1822-1911)

(Source: Wikipedia)
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average.

Regression to the mean

Child height {ir)

&
1

74+

TiA

~
=
1

[1%

84

[0 Galton obtained the heights of parents and of their children, and fitted a line.

(0 The slope of the line < 1: the children of tall parents are smaller than them, on average, and the
children of small parents are larger than them, on average.

O This effect is called regression to the mean, and appears in many contexts. For example,
someone with an above-average mark on a midterm test will tend to do worse in the final, on

1 T i T
L3 68 70 72
Mid-parent height {in)
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5.5 Transformations slide 223

Reminder: Transformation of random variables

We often want to calculate the distributions of random variables based on other random variables.

O Let Y = g(X), where the function g is known. We want to obtain Fy and fy from Fx and fx.
O Letg:R— R, BCR, and g71(B) C R be the set for which g{g~1(B)} = B. Then

P(Y € B) = P{g(X) € B} = P{X € g '(B)},

since X € g7 1(B) iff g(X) =Y € g{g(B)} = B.
O To find Fy(y), we take B, = (—00,y], giving

Fy(y) =P(Y <y) = P{g(X) € B,} =P{X € g7'(B,)}.
O I the function g is monotonic increasing with (monotonic increasing) inverse g—!, then

_dPy(y) _ dFx{g'(y)} dg~"(y)

_ —1
where the | - | ensures that the same formula holds with monotonic decreasing g.
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X bivariate
We calculate P(Y € B), with Y € R? a function of X € R? and
Y 91(X1, Xo)

Y=|:@]= : = g(X).
Yy 94(X1, X>)

Let g : RZ — R? be a known function, B C R?, and g~!(B) C R? be the set for which
g{g71(B)} = B. Then
P(Y € B) = P{g(X) € B} = P{X € g *(B)}.

Example 203. /f X1, X5 id exp(), calculate the distribution of X1 + X5.

It can be helpful to include indicator functions in formulae for densities of new variables (examples
later).
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Note to Example 203

We want to compute P(Y < y) = P(X; + X3 < y), and with By = (—o0,y] and g(x1,22) = z1 + 22,
we have that
gil(By) = {(z1,22) € R?2:21 +a9 < y}.

Thus we want to compute Fy (y) = P(X; + X2 < y). If y < 0 this is zero, and otherwise equals

y y—1
/ dzq / dxe N2e AE1te2)
0 0
y

0
- )\/ dzqe 1 [67)‘12]
0 Yy—x1

y
= )\/ dxlefml(l—e*)‘(y*xl))
0

Fy(y) =P(X1 + X2 <y)

= 1-eM—)dye ™, y>0,
giving

0, y <0,
Friy) = {1 —e M —Aye N, y>0.

Differentiation gives fy (y) = A2ye™Y for y > 0, (the gamma density with shape parameter a = 2).
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Transformations of joint continuous densities

Theorem 204. Let X = (X1, X5) € R? be a continuous random variable, and let Y = (Y1,Y5) with
Y1 = 91(X1,X2) and Yé = gz(Xl,Xg), Where:

(a) the system of equations y1 = ¢1(x1,%2),y2 = g2(x1,22) can be solved for all (y1,y2), giving the
solutions xr1 = hl (yl,yQ), To = hz(yl,yz); and

(b) g1 and gy are continuously differentiable and have Jacobian

Jg Jg
S, ) — Qe Ous| — |991.992 091992
a—g? a—gz 8.%'1 awg awg 6351

which is positive if fx, x,(x1,x2) > 0.
Then

le,YQ(yl,y2) = le,X2(551,552) X |J(w1’x2)|71|m1:h1(y17y2)7$2=h2(y1,yz)'
Example 205. Calculate the joint density of X1 + X9 and X1 — X5 when X1, X5 id N(0,1).

Example 206. Calculate the joint density of X1 + X9 and X1 /(X1 + X2) when X1, X» id exp(A).
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Note to Example 205

OO We already have one way to do this, as we can write

il [(Xi+Xo) (1 1 X1_BX1
o) \Xi—-Xo) \1 —-1)\Xy/) X))’
say, and use results for the multivariate normal distribution in Lemma 197(e).
0 Using Theorem 204 instead, we need to compute

~1
v ye) = Fxoxo (@, 22) X 1T (@1, 22) 170, 1 i) oo (g)

First, note that the Jacobian of the transformation (z1,x2) — (y1,y2) is
J(I‘l,xg) = ‘B’ = ’ —2‘ = 2.

Now we need to express the density

1

fxix, (@1, 22) = fx,(21) fx, (22) = Vo 1

—e—$%/2

2
e T1/2
V2T

, X1,T2 ER,

in terms of (y1,y2). As 21 = (y1 +y2)/2 and z2 = (y1 — y2)/2, the exponent may be written in
terms of the new variables 1, yo as

~Hat 4 aB) =~ [+ 92)/2F + 1~ 02)/207] =~ 20+ 28) = 55 (07 +93),

SO

1 1 1
My, y2) = 2 X %exp{—m(y% +y§)}, y1,Y2 € R,

and we see that Y7 and Y5 are mutually independent N (0, 2) variables.
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Note to Example 206

We write
fz1,20) = N2 exp{—A(z1 + x2) Y (21 > 0)I(x2 > 0).

With Y1 = X + Xo > 0 and Y2 = X1 /(X1 + X3) € (0,1), we have
Y1 = g1(r1,72) =11+ 22 >0, Y2 = ga2(x1,72) = 21/(71 + 72) € (0,1),
and the corresponding inverse transformation is
z1 = h(y1,92) = yiye, x2=h(y1,y2) = y1(1 —y2), 21,22 >0.

Clearly these transformations satisfy the conditions of Theorem 204. We can either compute

1 1 r1+x
J = Zo _ z1 :‘_(172)2 :1/y1>07
@1 t22)? (@1ta2)? (21 + x2)
or (maybe better),
Ohy  Ohy
JTh= 00 | =wn >0
dy1 y2
Thus
Flyiya) = Nexp{—A(x1 + z2) (21 > 0)I(z > 0)|J_1||$1=y1y2,mz=y1(1fy2)

= At exp(—=Ay1)I(y1y2 > 0)I{y1(1 — y2) > 0},
=y exp(=Ay1)I(y1 > 0) x (0 < y2 < 1)
= le(yl) X fYQ(yQ)'

Integration over yo shows that the marginal density of Y7 is 43 A2 exp(—Ay1)I(y1 > 0), and so
Y1 ~ Gamma(1, A) and Y2 ~ U(0, 1), independently.
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Sums of independent variables

Theorem 207. If X, Y are independent random variables, then the PDF of their sum S = X +Y is
the convolution fx x fy of the PDFs fx, fy:

7 Ix (@) fy(s—a)de, X,Y continuous,

fs(s) = fx* fr(s) = {Zx Fx(@) fy (s — ), X,Y discrete.

Example 208. Show that the sum of independent exponential and gamma variables has a gamma
distribution.
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Note to Theorem 207
Change variables to W = X and S = X 4+ Y, so the Jacobian is

10

J:‘1 1

-

and note that x = w and y = s — w. Thus, since X and Y are independent, an application of
Theorem 204 gives

fws(w,s) = fxy(w,s —w) x |J7 = fx(w)fy(s —w) x 1.
Therefore the marginal density of S in the continuous case is

fs(s) = /Oo fx(w)fy (s —w)dw.

The computation in the discrete case is similar, but the Jacobian is not needed.
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Note to Example 208
Use indicator functions to write the densities as

a.a—1
fx(x) = %6”1@ >0), fy(y) =AMy >0), Xa>0,

and use the convolution formula to give that S = X + Y has density

0 ya a—1
v e M I(w > 0) x Ae NV (s —w > 0) dw.

fs(s) = /Z fx(w) fy (s —w)dw = /OO T(a)

The product of the indicator functions is positive only when w > 0 and s — w > 0 simultaneously, i.e.,
when 0 < w < s, and hence on putting constants outside the integral, we have

)\a-l—le—)\s s
fs(s) = 7/ w* ! dw.
I'(a) 0
On noting that the integral equals s®/« and recalling that aI'(a) = T'(ac + 1), we have
)\aJrlSa s
=L " e 0
fS(S) P((X+1)€ , s>U,

so S ~ gamma(a + 1,A). In particular, a sum of two exponential variables has a gamma(2,))
distribution.
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Multivariate case

Theorem 204 extends to random vectors with continuous density, Y = g(X) € R", where X € R" is a
continuous variable:

(le---an) — (Y1 :gl(le---an)y--an :gn(lean))

If the inverse transformation h exists, and has Jacobian

991 ... 9q1
ox1 OTn
J(x1,. .. xp) = ¢ D
Ogn ... Ogn
81'1 8-1777,

then
le,...,Yn (y17 LRI 7yn) = fXI,---7Xn (1'1, ... 7xn) ‘J(.ﬁ[]l, o ,.Z'n)

evaluated at 1 = hi(y1,-- s Yn)s - Tn = hn (Y1, -, Yn)-
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Convolution and sums of random variables

Theorem 209. /f X1,...,X,, are independent random variables, then the PDF of S = X1 +---+ X,
is the convolution

fs(s) = fxy x - x fx, ().
In fact it is easier to use the MGFs for convolutions, if possible.

Example 210. Show that if X1,...,X, S exp(A), thenY = X; + -+ + X, ~ gamma(n, \).
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Note to Example 210

The MGF of X ~ exp(\) is Mx(t) = A/(A —1t), for t < A. Now if Y has the gamma(n, \)
distribution,

[e¢) )\nynfl B
EEY) = / VLM
_ A" > n—1_—(A-t)y
“ T, Y
A"

- .~ * _ pn\n,n—1_—(A-t)y
()\—t)"r(”)/o A= o)y e dy

= Ln><1
o\t ’

provided that A — ¢t > 0, or equivalently that ¢ < A. The last step just notes that the integral
corresponds to the density of the gamma(n, A — t) distribution, and so equals unity.

Now My (t) = Mx(t)™ = X"/(A —t)", so Y has the stated gamma distribution, since there is a
bijection between MGFs and distributions.
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5.6 Order Statistics slide 231

Definition

Definition 211. The order statistics of the rv's X1, ..., X,, are the ordered values
Xy =X < < Xpp) < X

If the X1,..., X, are continuous, then no two of the X; can be equal, i.e.,
Xy < Xo) < < Xpo1) < Xn)-

In particular, the minimum is Xy, the maximum is X(,, and the median is

Xty (n=2m+1, odd), %(X(m) + X(ms1)) (n=2m, even).

The median is the central value of X1,...,X,,.
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Theorem 212. Let X4,...,X, id F, from a continuous distribution with density f, then:

P(Xp <z) = F(2)"
P(Xqy <) = 1-{1-F(2)}"

fX(r) ) = (r— 1)7!1(!71 — r)!F(x)r_lf(x){l —F(x)}"™", r=1,...,n.

Example 213. /If X1, X5, X3 i exp(\), give the densities of the X ).

Example 214. Abélard and Héloise make an appointment to work at the Learning Centre. Both are
late independently of each other, arriving at times distributed uniformly up to one hour after the time
agreed. Find the distribution and the expectation of the time at which the first one arrives, and give

the density of his (or her) waiting time. Find the expected time at which they can start to work.
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Note to Theorem 212

O First, X(,,) <z if and only if all the X; < x, and this has probability F'(z)".

O Likewise X(;y > z if and only if all the X; > =, and this has probability {1 — F'(x)}". Thus the
required CDF is P(X() <) =1 {1 - F(z)}".

O Finally, for the event X(,) € [z, 7 + dx), we need to have split the sample into three groups of
respective sizes r — 1, 1 and n — r (hence the combinatorial coefficient) and probabilities F'(z),
f(x)dx, and 1 — F(x). This gives the required formula.
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Note to Example 213

We note that in this case f(z) = A\e™® and F(x) = 1 — exp(—Az), and then just apply the theorem
withn=3andr=1,2,3:

fxo (@) = 3xe M x (e_)‘”C)Q7 x>0
fxo (@) = 6(1—e€ MY NeTM x e >0
fxg (@) = 3(1—e A2 NN 2> 0.
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Note to Example 214

Let 0 < U <V < 1 denote the ordered arrival times.

U is the minimum of n = 2 independent U (0, 1) variables, each with F'(u) =u (0 < u < 1), so
according to the second line of Theorem 212 U has distribution function Fy;(u) =1 — (1 — u)? and
corresponding density

u — (1 —u)?
fU(U)ZdF;JIE):d{l Su )}:2(1—u), 0<u<l;

consequently E(U) = fol ux2(1—u)du=1-2/3=1/3. To compute the joint density we note that
the uniformity of the arrival times implies that

PV <u,U<u)=P(V<v)—PV<o,U>u)=0v>—(v-—u)? 0<u<v<l,

because the event V' < v occurs if and only if both of them independently arrive before v, and the
event V' < v,U > u occurs if and only if they both arrive in the interval (u,v). It follows that the joint
density is

0?P(V < v,U < u)
= - = =21 1).
f(u,v) Sude O<u<wv<l)

Therefore w = v — u has density
1 1
f(w):/ 20 <u<v<l)du = 2/ I0<u<u+w<1)du
u=0 u=0
1
= 2/ I0<u<1l—w)du
u=0

= 21-w), 0<w<l.

They can start to work when the second of them arrives, at time V, and this has expectation
E(V) = fol 2vdv = 2/3, i.e., 40 minutes after the agreed time.
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6. Approximation and Convergence slide 234

Motivation

It is often difficult to calculate the exact probability p of an event of interest, and we have to
approximate. Possible approaches:

O try to bound p;
0 analytic approximation, often using the law of large numbers and the central limit theorem;
OO0 numerical approximation, often using Monte Carlo methods.

The final approaches use the notion of convergence of sequences of random variables, which we will
study in this chapter.
We have already seen examples of these ideas: normal approximation to the binomial distribution, law
of small numbers, ...
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6.1 Inequalities slide 236
Inequalities

Theorem 215. If X is a random variable, a > 0 a constant, h a non-negative function and g a convex
function, then

P{h(X) >a} < E{h(X)}/a, (basic inequality)
P(|X|>a) < E(|X|)/a, (Markov's inequality)
P(|X|>a) < E(X?)/a* (Chebyshov's inequality)

E{g(X)} > ¢{E(X)}. (Jensen's inequality)

On replacing X by X — E(X), Chebyshov's inequality gives
P{|X —E(X)| > a} < var(X)/a>.
These inequalities are more useful for theoretical calculations than for practical use.

Example 216. We are testing a classification method, in which the probability of a correct
classification is p. Let Y7,...,Y, be the indicators of correct classifications in n test cases, and let Y
be their average. For e = 0.2 and n = 100, bound

P([Y —p| > ¢).
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Note to Theorem 215
(a) Let Y = h(X). If y > 0, then for any a > 0, y > yI(y > a) > al(y > a). Therefore

E{h(X)} = E(Y) > E{YI(Y > a)} > E{al(Y > a)} = aP(Y > a) = aP{h(X) > a},

and division by a > 0 gives the result.

(b) Note that h(z) = |z| is a non-negative function on R, and apply (a).

(c) Note that h(x) = 22 is a non-negative function on R, and that P(X? > a?) = P(|X| > a).

(d) A convex function has the property that, for all y, there exists a value b(y) such that

g(x) > g(y) + b(y)(z — y) for all z. If g(x) is differentiable, then we can take b(y) = ¢'(y). (Draw a
graph if need be.) To prove this result, we take y = E(X), and then have

9(X) = g{E(X)} + b{E(X)H{X — E(X)},

and taking expectations of this gives E{g(X)} > ¢{E(X)}.
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Note to Example 216

We note that Z?Zl Y; ~ B(n,p), so has mean np and variance np(1 — p), write X =Y — p, and note
that E(X) = 0 and E(X?) = var(X) = var(Y) = n=2 x np(1 — p). Now Chebyshov’s inequality gives

P([Y —p| > &) = P(IX] > ¢) < P(|X| > ¢) < B(X?)/e?,
and since p(1 —p) < 1/4 in the range 0 < p <1,

E(X?)/e? = var(Y)/e? = p(1 — p)/(ne?) < 1/4/(100 x 0.2%) = 1/16.
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Hoeffding's inequality

Theorem 217. (Hoeffding's inequality, no proof) Let Zy, ..., Z, be independent random variables
such that E(Z;) = 0 and a; < Z; < b; for constants a; < b;. If ¢ > 0, then for all t > 0,

n n
p (Z Z ) < e [t tmars
i=1 i=1
This inequality is much more useful than the others for finding powerful bounds in practical situations.
Example 218. Show that if X1, ..., X, 5 Bernoulli(p) and £ > 0, then
2

P(X —p| > ) < 2e72",

For e = 0.2 and n = 100, bound

P(|X —p| > ¢).
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Note to Example 218

For the theoretical part, take Z; = (X; — p)/n, and note that —p/n < Z; < (1 — p)/n, so
b; —a; = 1/n. Then

P(|X —p|>¢) = P(ZZi > ¢) —i—P(—ZZZ- > ¢),
and each of these probabilities can be bounded by
e ' {etz(l/")z/g}n = exp{t?/(8n) — te}.

To minimise this with respect to ¢, we take ¢ = 4ne, which leads to the result.
For the numerical part, just insert into the previous part and get 0.00067, which is much smaller than
the bound obtained using the Chebyshov inequality (Example 216).
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6.2 Convergence slide 239
Convergence
Definition 219 (Deterministic convergence). If x1,xo,...,x are real numbers, then x, — x iff for all

e > 0, there exists N, such that |z, — x| < e for all n > N..

Probabilistic convergence is more complicated ... We could hope that (for example) X,, — X if either
P(X,<z)=P(X<z), zeR,

or
E(X,) = E(X)

when n — oo.

Example 220. Forn =1,2,... let X,, be the random variable such that
P(X,=0)=1-1/n, P(X,=n?=1/n.

Then when n — oo,

P(|X,|>0) = P(X,=n%=1/n—0,
E(X,) = 0x(1—1/n)4+n*x1/n=n— cc.

Does X,, — 0 or X,, — oco? What does ‘converge’ mean for random variables?
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Modes of convergence of random variables

Definition 221. Let X, X1, X5, ... be random variables with cumulative distribution function
177 Fl, FQ, ... Then
(a) X,, converges to X almost surely, X,, =% X, if

P(lim Xn:X) — 1.
n—oo

(b) X,, converges to X in mean square, X, 2 X, if

lim E{(X, — X)?} =0, where E(X2),E(X?) < oc;

n—oo
(c) X, converges to X in probability, X, L X, ifforall e > 0,

lim P(|X,, — X|>¢) =0;

n—oo
(d) X,, converges to X in distribution, X, X, if

lim F,(xz) = F(xz) at each point © where F(x) is continuous.

n—o0
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To understand this better:

O  all the variables {X,,}, X must be defined on the same probability space, (2, F,P). It is not trivial
to construct this space (we need ‘Kolmogorov's extension theorem’).

[0 Then to each w € Q corresponds a sequence
X1 (@), Xa(@)s -, Xn (@), .

which will converge, or not, as a sequence of real numbers.
O If X, =% X, then
p ({w :lim X, (w) = X(w)}) =1:
n—oo
the set of values of w for which X,,(w) 4 X (w) has probability 0.

Example 222. Let U ~ U(0,1), where Q@ = [0,1], U(w) = w, Xp(w) =U(w)", n=1,2,..., and
X(w) =0. Show that X,, 2% X.
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Note to Example 222

Here we note that for any 0 < w < 1, X, (w) = U(w)" = w™ — 0 as n — 00, so X, (w) — X (w) for
every w € [0,1). The only w for which X,,(w) 4 X(w) is w = 1, and this has zero probability of
occurring, so

P ({w 2 lim X, (w) = X(w)}) =PWU<1)=1,

n—oo

as required.
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Relations between modes of convergence

0 X, > X, X, 2 X or X,, =+ X, then X1, Xo,..., X must all be defined with respect to

only one probability space. This is not the case for X, EZN X, which only concerns the
probabilities. This last is thus weaker than the others.
[0 These modes of convergence are related to one another in the following way:
X, 25X =
P D
X, —X = X, — X

Xni>X =

All other implications are in general false.

. o P D . .
[0 The most important modes of convergence in this course are — and —— , since we often wish

to approximate probabilities, and 2, gives us a way to do so.
Example 223. Let X4,..., X, i (u,02) with 0 < 0 < co. Show that

X =(X1++Xn)/n = pu

Example 224. Let X,, = (—1)"Z, where Z ~ N(0,1). Show that X,, D, 7, but that this is the
only mode of convergence that applies here.
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Note to Example 223
Note that E(X) = y, so by definition of the variance as var(X) = E[{X — E(X)}?], we have

E{(X — pu)?} =var(X) = 0%/n = 0, n — oo,

which implies that X 2, 1, as required.
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Note to Example 224

For even n there is nothing to prove, since then X,, = (—1)"Z = Z, and then
P(X, <z)=P(Z <x).
For odd n, X,, = (-1)"Z = —Z, so

PX,<z)=P(-Z<z)=P(Z>-2)=1—-®(—z)=®(x) =P(Z < x).

Hence X, =N 7, though this is trivial because X,, and Z have the same distribution for every n.
Now for n odd,

P(|X, — Z| >e)=P(| - Z - Z| > &) = P(|Z] > £/2) = 28(~¢/2) /0, n — oo,

so X,, does not converge in probability to Z, and thus neither of the other modes of convergence can
be true either.
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Continuity theorem (reminder)
Theorem 225 (Continuity). Let {X,,}, X be random variables with cumulative distribution functions
{F.}, F, whose MGFs M, (t), M(t) exist for 0 < |t| < b. If there exists a 0 < a < b such that

M, (t) — M(t) for |t| < a when n — oo, then X, Ly X, that is to say, Fi,(z) — F(z) at each
x € R where F' is continuous.

O We could replace M,,(t) and M (t) by the cumulant-generating functions K,,(t) = log M,,(t) and
K(t) =log M (t).

0 We established the law of small numbers (Theorem 104 and Example 186, Poisson approximation
of the binomial distribution) by using this result.

O Here is another example:

Example 226. Let X be a random variable which has a geometric distribution with a probability of
success p. Calculate the limit distribution of pX when p — 0.
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Note to Example 226

Recall that if |a] < 1, then > 72 ja" =1/(1 — a).
The MGF of pX is

[e.9]
E(ePY) = ) e®pl—p)*!
=1

= pe? S (e (1—p)y°
=0

_ pe'? _ 1 _ 1 L1 o
T 1-(I-per ple®-(I-pfp I+er-1p 1-t U7

which is the MGF of Y ~ exp(1). We need ¢ < 1.
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Combinations of convergent sequences
Theorem 227 (Combination of convergent sequences). Let xg,yo be constants, X, Y, {X,},{Y,.}
random variables, and h a function continuous at xy. Then

Xng.%'o = Xni>.%'0,

X, Do = h(Xn) 25 hiwo),

X, 2 Xandv, Ly = Xo4Y. 2 Xty XnY, 2 Xupo.

The third line is known as Slutsky’s lemma. It is very useful in statistical applications.

Example 228. Let Xi,..., X, Y

define

iid
(NXvO%(): Y17 ves 7Yn ~ (MYvU%/)r nx 7& 0, 03(70')2/ < oo, and

n n
R,=Y/X, Y=n")Y, X=n") X,
j=1 j=1

Show that R, L, wy /px when n — co.
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Note to Example 228

Note that since ag( < 00, by Example 223, X 2, ux, and likewise y 4 wy . Hence X L ux, by
the contents of slide 243, and since the function h(x) = 1/z is continuous at px # 0, it must be true

using line 2 of the theorem that 1/X il 1/ux, a constant. Therefore we have by line 3 that
Rn :? X 1/7 i) My X 1/,uX,

. . _ P .
and as this is a constant, line 1 implies that R,, — py x 1/ux, as required.
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Convergence in distribution: Limits for maxima

O In applications, we often have to take into account the greatest or the smallest random variables
considered.

O A system of n composants can break down when any composant of the system becomes faulty.
What is the distribution of the failure time?

O Let Xi,...,Xn " F, and M,, = max{X,...,X,}. Then

0, F(z)<1,
1.

\"—‘

3

2
I

OO Hence M,, must be renormalised to get a non-degenerate limit distribution. Let {a,} > 0 and
{b,} be sequences of constants, and consider the convergence in distribution of

Yn - (Mn - bn)/anv

where a,, b, are chosen so that a non-degenerate limit distribution for Y;, exists.
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Examples

Example 229. Let X4,..., X, id exp(\), and let M,, be their maximum. Find ay,, b, such that

Y, = (M, —b,)/an L, Y, where Y has a non-degenerate distribution.
Example 230. Let Xq,...,X, id U(0,1), and let M,, be their maximum. Find a,,, b, such that
Y, = (M, —by,)/an L, Y, where Y has a non-degenerate distribution.
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Note to Example 229

We have
P(Y, <y)=F(by + any)” = {1 — exp(—=by XA — an\y)}",

and on setting a,, = 1/\, b, =logn/\, we have

P(Y, <y) = {1 —exp(—y)/n}" — exp{—exp(—y)},

which is the Gumbel distribution function.
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Note to Example 230

We have
P(Y, <y) = F(bn + any)" = (bn + any)"”,

and on setting a,, = 1/n, b, = 1, we have (since M,, < 1) that
P(Y, <y) = P{n(M, — 1) <y} = (1 +y/n)" = exp(y), y<0

which is the distribution function of —Z, where Z ~ exp(1).
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Fisher—Tippett theorem

iid . . e
Theorem 231. Suppose that X,,..., X, ~ F, where F is a continuous cumulative distribution
function. Let M, = max{Xy,...,X,}, and suppose that the sequences of constants {a,} > 0 and

{bn} can be chosen so that'Y, = (M, — b,)/ay, L5V, where Y has a non-degenerate limit
distribution H(y) when n — oo. Then H must be the generalised extreme-value (GEV)
distribution,

exp [—exp{—(y —n)/T}], £=0,

where uy = max(u,0), and n,§ € R, 7 > 0.

-1/
H(y):{eXp [—{1+5(y_77)/7}+15 , £#0,
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Example

The graph below shows the distributions of M,, and of Y,, for n = 1,7, 30, 365, 3650, from left to
right, for Xy,..., X, by N(0,1). The panel on the right also shows the limit distribution (bold),

H(y) = exp{—exp(—y)}.
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6.3 Laws of Large Numbers slide 250

Law of large numbers

The first part of our limit results concern the behaviour of averages of independent random variables.

Theorem 232. (Weak law of large numbers) Let X1, X, ... be a sequence of independent identically
distributed random variables with finite expectation i, and write their average as

X =n" X+ -+ Xp).

Then X i> w; i.e., for all e > 0,

P(|X —pu|>¢) =0, n— occ.

O Thus, under mild conditions, the averages of samples of important size converge towards the
expectation of the distribution from which the sample is taken.
O If the X; are independent Bernoulli trials, we return to our primitive notion of probability as a limit

of relative frequencies. The circle is complete.
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Weak law of large numbers

[0 The graphs below show the behaviour of X when X; has two finite moments (on the left), only
E(]X;|) < oo (centre), E(X;) doesn't exist (and so var(X) does not exist either) (on the right).

0 When E(X;) does not exist, the possibility of huge values of X; implies that X cannot converge.
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Remarks

[0 The weak law is easy to prove under the supplementary hypothesis that var(X;) = 0% < c0. We

calculate E(X) and var(X), then we apply Chebyshov's inequality. For any £ > 0,

2
— — (o
P(|X — u| >¢) <var(X)/e? = sl 0, n— oo.
0 The same result applies to smooth functions of averages, empirical quantiles, and other statistics.

O Let Xq,...,X, g F, where F'is a continuous cumulative distribution function, and let

z, = F~!(p) be the p quantile of F. By noting that

X)) S & Y I(X; < xp) > [np]
i=1
P
) — :Cp.

and applying the weak law to the sum on the right, we have Xy,
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Strong law of large numbers
In fact, a stronger result is true:

Theorem 233. (Strong law of large numbers) Under the conditions of the last theorem, X > yu:

P(limY:,u>:1.

n—oo

[0 This is stronger in the sense that for all £ > 0, the weak law allows the event | X — u| > € to occur
an infinite number of times, though with smaller and smaller probabilities. The strong law excludes
this possibility: it implies that the event | X — | > & can only occur a finite number of times.

[0 The weak and strong laws remain valid under certain types of dependence amongst the X.

Probability and Statistics for SIC slide 254

6.4 Central Limit Theorem slide 255

Standardisation of an average

The law of large numbers shows us that the average X approaches p1 when n — oco. If var(X;) < oo,
then Lemma 166 tells us that
EX)=p, var(X)=o0?/n,

so, for all n, the difference between X and its expectation relative to its standard deviation,

_X-EX) X-u _nl/Q(Y—,u)

T Jm o

has expected value zero and unit variance.

What is the limiting behaviour of Z,,7
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Central limit theorem
expectation . and variance 0 < 02 < oo. Then

n =

o
where Z ~ N(0,1).
Thus
b {nl/%f —n
o
for large n.

The following page shows this effect for X1, ...
densities of Z,, approach the density of Z.

Theorem 234 (Central limit theorem (CLT)). Let X1, Xo,

n'2(X —p) p

s Xn

... be independent random variables with

— Z,

iid exp(1); the histograms show how the empirical
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Note to Theorem 234

The cumulant-generating function of

Zo = (X = p) /(0 n)"2 = > (0712 /0) X — /2L
j=1

is "

Kz,(8) = Y K, (tn ™"/ Jo) —n'/?Es,

g
j=1

where

Kx,(t) =tu+ 3t°0* + o(t*), t—0.
Thus

Kz (t)=n|tn Y?u/o + %(tn_l/Q/O')QO'Q + 0{t2/(n02)}] VL VLN t2/2, n — oo,
o

is the CGF of Z ~ N(0,1). Thus the result follows by the continuity theorem, Theorem 185.
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Use of the CLT

The CLT is used to approximate probabilities involving the sums of independent random variables.
Under the previous conditions, we have

n n
E ZXj =nu, var ZXj = no?,
j=1 J=1

SO

YiaXj—np (X —p)  n'AX —p)

g

[\

no? no

can be approximated using a normal variable:

. Z?:1Xj—7w r—nu . T —nu
P R = R =
j:

no

The accuracy of the approximation depends on the underlying variables: it is (of course) exact for
normal X, works better if the X; are symmetrically distributed (e.g., uniform), and typically is
adequate if n > 25 or so.
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Example

Example 235. A book of 640 pages has a number of random errors on each page. If the number of
errors on each page follows a Poisson distribution with expectation A = 0.1, what is the probability
that the book contains less than 50 errors?

When >, X; takes whole values, we can obtain a better approximation using a continuity correction:
- - np
p Xj<a| =0 —2———1;
J = )
2 S

this can be important when the distribution of Z;‘L:1 X is quite discrete.
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Note to Example 235

We take ;1 = 0 = 0.1 and n = 640. The expected number of errors is ny = 640\ = 64, and the
variance is no? = 64, as the variable is Poisson. Thus we seek

P ixjgzlg —P

<Z}Ll X 64 _ 49 — 64
j=1

NG <& ) = §(—15/8) = 0.03.

The true number is 0.031. With continuity correction we take ®{(—15 + 0.5)/8} = 0.035.
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6.5 Delta Method slide 261

Delta method

We often need the approximate distribution of a smooth function average.

Theorem 236. Let X1, Xo, ... be independent random var€s with expectation 1 and variance

0 < 0% < oo, and let g'(11) # 0, where ¢’ is the derivativg¥ g. Then
X) —
9(X) g(ui/2 s oo
{g'(n)*0/n}
This implies that for large n, we have g( N {g(1), ' (1)?0?/n}. Combined with Slutsky's
lemma, we have
. — 1 <& —
(N2 Q2 2 _ . X)2
9(X) ~ N {g( g (X)*S?/n}, S —n_ljzl(X] X)?.

Example 237. If X4, ... (A\), find the approximate distribution of log X .
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8 Statistical Inference slide 318

8.1 Introduction slide 319

Introduction

The study of mathematics is based on deduction:
axioms = consequences.
In the case of probability, we have
(Q,F,P) = P(A),P(A|B),P(X <z),EX"),...

Inferential statistics concern induction—having observed an event A, we want to say something about
a probability space (€2, F,P) we suppose to be underlying the data:

A = (Q,FP).

In the past the term inverse probability was given to this process.
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Statistical model
[0 We assume that the observed data, or data to be observed, can be considered as realisations of a
random process, and we aim to say something about this process based on the data.

0 Since the data are finite, and the process is unknown, there will be many uncertainties in our
analysis, and we must try to quantify them as well as possible.

O Several problems must be addressed:

specification of a model (or of models) for the data;

estimation of the unknowns of the model (parameters, ...);
— tests of hypotheses concerning a model;

— planning of the data collection and analysis, to answer the key questions as effectively as
possible (i.e., minimise uncertainty for a given cost);

— decision when faced with uncertainties;

— prediction of future unknowns;

— behind the other problems lies the relevance of the data to the question we want to answer.
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Definitions

Notation: we will use y and Y to represent the data y1,...,¥y, and Y7,....,Y,.

Definition 244. A statistical model is a probability distribution f(y) chosen or constructed to learn
from observed data y or from potential data Y.

O If f(y) = f(y;0) is determined by a parameter 0 of finite dimension, it is a parametric model,
and otherwise it is a nonparametric model.

O A perfectly known model is called simple, otherwise it is composite.

Statistical models are (almost) always composite in practice, but simple models are useful when
developing theory.

Definition 245. A statistic 7' = t(Y) is a known function of the data Y.
Definition 246. The sampling distribution of a statistic T = t(Y) is its distribution when' Y ~ f(y).

Definition 247. A random sample is a set of independent and identically distributed random

variables Y1, ...,Y,, or their realisations y1, ..., yn.
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Examples
Example 248. Assume that y1,. ..,y is a random sample from a Bernoulli distribution with unknown

parameter p € (0,1). Then the statistic
n
t=)yj
j=1

is considered to be a realisation of the random variable
n
r-Yy,
Jj=1

whose sampling distribution is B(n,p).

Example 249. Assume that yy,...,y, is a random sample from the N'(u,o?) distribution, with p, o
unknown. Then G =n""(y1 +--- +yn) and s> = (n — 1)71 37, (y; — Y)* are statistics, realisations
of the random variables

n

_ 1 _
Y=n"'Yi+ - +Y,), 52=n_1Z(Yj—Y)2.
j=1

Find the sampling distribution of Y .
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Note to Example 249

If 11 and o2 are finite, then elementary computations (see Lemma 166) give

n n
EY)=E|[n! Z Vi | =n 'E(Y;) =p, var(Y) = Zn_Qvar(Yj) =o?/n,
=1 j=1

since the Y; are independent and all have variance 0. These results do not rely on normality of the
Y;, but the variance computation does need independence. We see that the larger n is, the smaller is
the variance of Y. This backs up our intuition that a larger sample is more informative about the
underlying phenomenon—but the data must be sampled independently, and the variance must be finite!
If in addition the Y; are normal, then Y is a linear combination of normal variables, and so has a
normal distribution,

Y ~ N(M? 02/77‘)7

so we have a very precise idea of how Y will behave (or, rather, we would have, if we knew p and o).
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8.2 Point Estimation slide 324

Statistical models

We would like to study a set of individuals or elements called a population based on a subset of this
set called a sample:

[0 statistical model: the unknown distribution F' or density f of Y;

[0 parametric statistical model: the distribution of Y is known except for the values of parameters
6, so we can write F'(y) = F(y;0), but with 8 unknown;

O sample (must be representative of the population): “data” y,...,y,, often supposed to be a
random sample, ie., Y7,...,Y, id F;

O statistic: any function T = t(Y1,...,Y},) of the random variables Y7,...,Y,;

O estimator: a statistic § used to estimate a parameter § of .
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Example

Example 250. /f we assume that Yi,...,Y, id (p, o) but with pi, 0% unknown, then
O this is a parametric statistical model;

O 7 =Y isan estimator of j1, whose observed value is ;

O 62=n"" > (Y — Y)? is an estimator of 02, whose observed value is n~* > i1y — 7)%.
Note that:
[0 a statistic T is a function of the random variables Y7,...,Y,,, so T is itself a random variable;

[0 the sampling distribution of T" depends on the distribution of the Y7;

O if we cannot deduce the exact distribution of 7" from that of the Y}, we must sometimes make do
with knowing E(T") and var(T'), which give partial information on the distribution of 7', and thus
may allow us to approximate the distribution of T' (often using the central limit theorem).
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Estimation methods

There are many methods for estimating the parameters of models. The choice among them depends
on various criteria, such as:

[0 ease of calculation;

O efficiency (getting estimators that are as precise as possible);

O robustness (getting estimators that don't fail calamitously when the model is wrong, e.g., when
outliers appear).

The trade-off between these criteria depends on what assumptions we are willing to make in a given
context.
Examples of common methods are:

O method of moments (simple, can be inefficient);
O maximum likelihood estimation (general, optimal in many parametric models);

0 Me-estimation (even more general, can be robust, but loses efficiency compared to maximum
likelihood).
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Method of moments

[0 The method of moments estimate of a parameter 6 is the value 6 that matches the theoretical
and empirical moments.

0 For a model with p unknown parameters, we set the theoretical moments of the population equal
to the empirical moments of the sample y1, ..., y,, and solve the resulting equations, i.e.,

1 n
E(YT):/ny(y;Q)dy:EZy;.’ r=1,...,p.
j=1

0 We thus need as many (finite!) moments of the underlying model as there are unknown
parameters.

0 We may have more than one choice of moments to use, so in principle the estimate is not unique,
but in practice we usually use the first » moments, because they give the most stable estimates.

Example 251. Ifyy,...,y, is a random sample from the U(0,0) distribution, estimate 6.

Example 252. Ifyi,...,y, is a random sample from the N'(u,0?) distribution, estimate yi and o.
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Example 251

[0 Standard computations show that if Y ~ U(0,0), then E(Y) = 6/2. To find the moments
estimate of 6, we therefore solve the equation

EY)=7, ie, 0/2=7,

to get the estimate § = 2.

O Simulations show that with n > 12 the distribution of the random variable 4 is very close to
normality, as we would expect, because the central limit theorem gives a good approximation to
the distribution of 8 for small n, owing to the symmetry of the uniform distribution.
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Example 252

The theoretical values of the first two moments are
E(Y) = pu, E(YZ) =var(Y) + E(Y)2 =02 4+ 2

and the corresponding sample versions are

n

U=/i, n 'Y yi=5"+i"
j=1

Solving these gives

as can be seen by expanding out the right-hand expression:

n

n n n n
D =97 =Dy = 2ty =)y -2y g’ =)y g
j=1 j=1 j=1 j=1

J=1
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Maximum likelihood estimation

This is a much more general and powerful method of estimation, but in practice it usually requires
numerical methods of optimisation.

Definition 253. Ify,...,y, is a random sample from the density f(y; ), then the likelihood for 6 is

L(O) = fyr -+ yn; 0) = f(y150) X fly2;0) X -+ X f(yn; 0).
The data are treated as fixed, and the likelihood L(6) is regarded as a function of 6.

Definition 254. The maximum likelihood estimate (MLE) 0 of a parameter 0 is the value that
gives the observed data the highest likelihood. Thus

~

L(6) > L(0) for each 6.
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Calculation of the MLE 6

We simplify the calculations by maximising ¢(0) = log L(0) rather than L(6).
The approach is:

O calculate the log-likelihood ¢(#) (and plot it if possible);

O find the value § maximising £(0), which often satisfies df(g)/dﬁ =0;

O check that 8 gives a maximum, often by checking that d2¢(6)/d6* < 0.

Example 255. Suppose that y1, ...,y is a random sample from an exponential density with unknown
A. Find \.
Example 256. Suppose that yi,...,y, is a random sample from a uniform density, U(0,0), with

unknown 0. Find 0.
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Note to Example 255
The likelihood is

L\ = Xe M ooox e M2 = Nl Attun) s )

so the log likelihood is
0(N) =log L(A) = n log A — nAy.

Thus the maximum likelihood estimate X is the solution to

de(N)

) — =0,

>3

and so A = 1/y.
To check that \ gives a maximum, we note that the second derivative of /() is
d20(\) n

N2 :—p<0, A>0,

so the log likelihood is concave, and therefore P\ gives the unique maximum.
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Note to Example 256

The density is f(y;60) = 0~11(0 < y < 6), so since the observations are independent, the likelihood is

LO) =[]0 100 <y; <0) =010 <y1,...,yn <0) =6"I1(0 >m), 6>0,
j=1

where m = max(y1, . ..,yn); note that [[, I(0 < y; < @) = I(m < 0). Viewed as a function of 6 this
is maximised at 6 = m, which is therefore the MLE.

In this case the maximum is NOT found by differentiation of the likelihood, which is not differentiable
at 6.
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M-estimation

p(0;Y) = p(6;Y5),
j=1

—p(6;Y).

robustness to outliers.

iid

squares estimator of 6.

corresponding estimator of 6.

0 This generalises maximum likelihood estimation. We maximise a function of the form

where p(6;y) is (if possible) concave as a function of 6 for all y. Equivalently we minimise
0 We choose the function p to give estimators with suitable properties, such as small variance or

O Taking p(0;y) = log f(y; ) gives the maximum likelihood estimator.

Example 257. Let Yi,...,Y, ~ f with E(Y;) = 0, and take p(y;6) (y — 0)%. Find the least

Example 258. Let Y7,...,Y, Py [ such that E(Y;) =0, and take p(y;0) = —|y — 0|. Find the

Probability and Statistics for SIC
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Note to Example 257

We want to maximise
n

p(B;y) = = (y; — 0)*,

Jj=1
and this is equivalent to minimising the sum of squares

n

—p(0;9) =D (y; — 0)°

Jj=1

with respect to 6. Differentiation gives

dp(0;y) o

and setting this equal to zero gives 9= 7. The second derivative is

_&p(b;y)

720 =2n >0,

so the minimum is unique.

Probability and Statistics for SIC
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Note to Example 258

We want to maximise

p(0iy) == ly; — 0],
j=1

and we note that if § > y then —|y — 0| =y — 0 and if <y then —|y — 0] = 6 — y, so the respective
derivatives with respect to 6 are —1 and +1. This implies that

dp(0;y)
——g = PO)-N(),

where P(0) is the number of y; for which § < y; and N(0) = n — P(0) is the number of y; for which
6 > y;. Hence when regarded as a function of 6,

dp(6;y)
— =2P(9) —
70 0)—n
is a step function that has initial value n for § = —oco, drops by 2 at each y;, and takes value —n when
0 = +o00. If nis odd, then 2P(0) — n equals zero when 6 is the median of the sample, and if n is even,
then 2P(0) — n equals zero on the interval y(, /2) < 6 < y(,/241)- In this latter case we can take the

median to be (y(,/2) + Y(n/2+1))/2 for uniqueness.
Thus this choice of function p yields the sample median as an estimator.
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Bias
How should we compare estimators?

Definition 259. The bias of the estimator 8 of # is

O Interpretation of the bias:
— if b(#) < 0 for all 6, then on average 6 underestimates 0;
— if b(#) > 0 for all 6, then on average 9 overestimates 0;
— if b(#) = 0 for all g, then 8 is said to be unbiased.

O Ifb(f) =0, then 0 is ‘in the right place’ on average.

Example 260. Let Y7,...,Y, ig N (u,0?). Find the bias and variance of i =Y and the bias of
52 =0 1Y, (Y - V)2,
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Note to Example 260
O In Example 249 we saw that
BY) =p, var(T) = o0%/n,
so the bias of i = Y as an estimator of p is E(Y) — = 0.
[0 To find the expectation of 52 = n~! > (Y — Y)2, note that

n

S -2 = S Y -u- (¥ - )
j=1 j=1

= > -’ =2) (V-m —p)+ Y (V—p)’

J=1 J=1

(Y = 1)® =2n(Y — ) + (Y — p)?

I
. <.
M ST
I

7j=1

n

= Y (VG —p?—nl —p?

j=1
which implies that
EqY (V=Y = ESY (Vj—p)p —nE{(Y —pn)?}
j=1 j=1

= nvar(Y;) — nvar(Y)
= no’—no?/n
= (n—1)%

Therefore

J=1 "

and the bias of 2 is ) )
E(a_\Q) _ o= (n - 1)0 _ o= o

n n

Therefore on average 52 underestimates 2, by an amount that should be small for large n.
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Bias and variance

High bias, low variability

High bias, high variability

O 6 = bullseye, supposed to be the real value

Low bias, high variability

©

The ideal: low bias, low variability

[0 6 = red dart thrown at the bullseye, value estimated using the data

Probability and Statistics for SIC

slide 333

Mean square error

Definition 261. The mean square error (MSE) of the estimator 6 of 6 is

~

MSE(#) = E{(6 — 6)?} = - -- = var(f) + b(h)>.

This is the average squared distance between 9 and its target value 6.

Definition 262. Let @\1 and @\2 be two unbiased estimators of the same parameter 6. Then

MSE(é\l) = Var(é\l
0

)+ b1(0)? = var(
MSE(fy) = var(fy) + by(0)? = var

)
)7

0,
= (02

and we say that 51 is more efficient than 52 if

If so, then we prefer @\1 to @\2.

Example 263. Let Yi,...,Y, LY ,02), with large n. Find the bias and variance of the median M
1

~

~

var(f1) < var(6s).

and the average Y. Which is preferable? What if outliers might appear?

Probability and Statistics for SIC
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Note to Example 263

O We've already seen in Lemma 166 that

BY) =, var(¥) = 0®/n,
so the bias of Y as an estimator of x is E(Y)) — u = 0.
[0 Results from Example 240 give that for large n,

7'('0'2

E(M) =, var(M) = 5,

so both estimators are (approximately) unbiased (in fact exactly unbiased), but

Var(Z\_4) _T 1,
var(Y) 2

so M is less efficient than Y, because the latter has a smaller variance.

However if there are outliers, we have seen that the median M is little changed, whereas the
average Y can be badly affected. Our choice between these estimators will depend on how much
we fear that our data will be contaminated by bad values.
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Delta method

In practice, we often consider functions of estimators, and so we appeal to another version of the delta
method (Theorem 236).

Theorem 264 (Delta method). Let 8 be an estimator based on a sample of size n, such that
0~ N(0,v/n),
for large n, and let g be a smooth function such that ¢’(0) # 0. Then

g(0) ~ N {g(0) +vg"(8)/(2n),vg (8)*/n} .

~

This implies that the mean square error of g(#) as an estimator of g(6) is

MSE {g(é)} ~ {”9”(9) }2 L O)F

2n n

Thus for large n we can disregard the bias contribution.

Example 265. Let Yi,...,Y, i Poiss(6). Find two estimators of P(Y = 0), and compare their
biases and variances.
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Note to Example 265
O Lety =g(0) =exp(—60) =P(Y =0).
O The two estimators are Ty = n~ 1> I(Y; = 0) and Tp = exp(—Y).
O Simple computations (e.g., noting that n7y ~ B(n,v)) give
E() =4, var(Ti) =41 —¢)/n.
Thus T} is unbiased and has MSE (1 — 1) /n.
O For T we note that = Y has mean and variance 6 and 6/n, and hence
E(Ty) = exp(—0) + Oexp(—0)/(2n), var(Tz) = 0exp(—260)/n.
Therefore T5 has positive bias 6 exp(—6)/(2n) but
var(Tp) 0 exp(—20) 0 <1
var(Ty)  exp(—0){1 —exp(—6)} e —1
for all 6 > 0.
Therefore T, is preferable to T in terms of variance (especially if 6 is large).
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Efficiency and robustness

[ Under certain conditions, notably that v, ..., y, are really from the assumed model f(y;6), and if

[ is ‘nice’, the maximum likelihood estimator 6 has good properties: for large n, E(0) = 6, and

~

var (@) is minimal, so no estimator is better than 6.

O In reality we are never certain of the model, and often we sacrifice some efficiency (small variance
under an ideal model) for robustness (good estimation even if there are outliers, or if the assumed
model is incorrect).

O If §isapx 1 vector, the same ideas apply. For example, for M-estimation we maximise

n
> 0(0:y)
J=1
with respect to the vector 6,1, giving an estimator épxl, which often has an approximate
N,(6,V) distribution.
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8.3 Interval Estimation slide 337

Pivots

A key element of statistical thinking is to assess uncertainty of results and conclusions.
Let ¢ = 1 be an estimate of an unknown parameter 6 based on a sample of size n:

O if n = 10° we are much more sure that 6 ~ ¢ than if n = 10;

O as well as t we would thus like to give an interval which will be wider when n = 10 than when
n = 10°, to make the uncertainty of ¢ explicit.

We suppose that we have

data yq,...,yn, which are regarded as a realisation of a

random sample Y7,...,Y,, drawn from a

statistical model f(y;6) whose unknown

parameter 0 is estimated by the

estimate t = t(y1,...,yn), which is regarded as a realisation of the
estimator T' = ¢(Y7,...,Y,).

We therefore need to link 6 and Y7,...,Y,,.

O0O00daod

Definition 266. Let Y = (Y1,...,Y,,) be sampled from a distribution F' with parameter 6. Then a
pivot is a function QQ = q(Y,0) of the data and the parameter 0, where the distribution of Q) is known
and does not depend on 6. We say that () is pivotal.
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Example
Example 267. Let Y7,...,Y, i U(0,0) with 6 unknown,
M =max(Yy,...,Y,), Y = nilej.

O Show that Q1 = M/ is a pivot.

[0 Use the central limit theorem to find an approximate pivot Qo for large n, based on'Y .
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Note to Example 267

O We first note that Q1 is a function of the data and the parameter, and that
P(M <z)=Fy(x)" = (z/0)", 0<z<8,
so
P(Q1<q) =P(M/0 <q) =P(M <0q) =(0g/0)" =¢", 0<g<1.
which is known and does not depend on 6. Hence ()1 is a pivot.
O In Example 119(a) we saw that if Y ~ U(0,6), then E(Y) = 0/2 and var(Y) = 62/12. Hence
Lemma 166(c) gives that Y has mean 6/2 and variance 6#2/(12n), and for large n,
Y ~ N{0/2,0%/(12n)} using the central limit theorem. Therefore
Y —6/2 12 e :
=12 — 3p)Y2(2Y /0 — 1) ~ N(0,1).
@2 = et = ()P RT /9 1) < N0,)
Thus @2 depends on both data and 6, and has an (approximately) known distribution: hence Qs is
an (approximate) pivot. (In fact it is exact, if we could know the distribution of Y exactly.)
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Confidence intervals

Definition 268. Let Y = (Y1,...,Y,,) be data from a parametric statistical model with scalar
parameter 6. A confidence interval (Cl) (L,U) for 6 with lower confidence bound L and upper
confidence bound U is a random interval that contains 6 with a specified probability, called the
(confidence) level of the interval.

O L=1IUY)and U=u(Y) are statistics that can be computed from the data Y7,...,Y,,. They do
not depend on 6.
O In a continuous setting (so < gives the same probabilities as <), and if we write the probabilities
that @ lies below and above the interval as
PO<L)=ay, PU<0) =ay,
then (L, U) has confidence level
P(LLO<U)=1-PO<L)-PU<6O)=1—-ar—ay.
[0 Often we seek an interval with equal probabilities of not containing # at each end, with
ar, = ay = /2, giving an equi-tailed (1 — «) x 100% confidence interval.
0 We usually take standard values of «, such that 1 — a =0.9,0.95,0.99, ...
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Construction of a Cl

0 We use pivots to construct Cls:
— we find a pivot @ = ¢(Y,0) involving 6;
— we obtain the quantiles ¢, g1—qa, of Q;

— then we transform the equation

P{QaU < Q(Y>9) < q1faL} = (1 - OéL) —ay

into the form
P(LSHSU):l—aL—O&U,

where the bounds L, U depend on Y, ¢1—, and g, but not on 6.

O In many cases, the bounds are of a standard form (see below).
Example 269. In Example 267, find Cls based on Q1 and on Q5.

Example 270. A sample of n = 16 Vaudois number plates has maximum 523308 and average 320869.
Give two-sided 95% Cls for the number of cars in canton Vaud.
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Note to Example 269
00 The p quantile of Q1 = M /0 is given by p = P(Q1 < q,) = q,,, 50 qp = pl/™. Thus
Plag/" < M/§ < (1—ap)/"}=1-ar —ay,
and a little algebra gives that
P{M/(1 —ap)/" <6< M/oy/™} =1—ar, — ay,

SO
L=M/(1—-ap)/", U=M/q!"

O For Qo = (3n)Y/2(2Y /0 — 1) ~ N(0,1), the quantiles are z;_,, and z,,,, S0
P{za, < (3n)V22Y /0 —1) < 21 4, } =1 —ar — ay,
and hence we obtain
2Y 2Y
- e U= 172’
1+ Zl—aL/(gn) 1+ ZQU/(37”L)

note that for large n these are L ~ 2V {1 — z1_,, /(3n)"/?} and U ~ 2Y {1 — 2,,,/(3n)"/?}.
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Note to Example 270

O We set ay = ay, = 0.025, with M and Y observed to be m = 523308 and 7 = 320869.
O For Q; with n = 16 we have o/ = 0.025/16 = 0.794, (1 — az)"/™ = 0.975'/16 = 0.998, so

L =
1+1.96/(3n)1/2

L=m/(1—ap)/" =524135 U =m/a;/™ = 659001.
Note that this Cl does not contain m (and this makes sense).
O For Q2 = (3n)Y/2(2Y /0 — 1) ~ N(0, 1), the quantiles are z,,, = —21_o, = —1.96, so we obtain
2y 2y
Y — 500226, U = Y — 894903.

1—1.96/(3n)1/2

This is much wider than the other Cl, and includes impossible values, as we already know that
0> m.

(0 Clearly we prefer the interval based on Q.
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Interpretation of a Cl

O (L,U) is a random interval that contains 6 with probability 1 — «.

0 We imagine an infinite sequence of repetitions of the experiment that gave (L, U).

O In that case, the Cl that we calculated is one of an infinity of possible Cls, and we can consider
that our Cl was chosen at random from among them.

O  Although we do not know whether our particular Cl contains 6, the event § € (L,U) has
probability 1 — «, matching the confidence level of the Cl.

O In the figure below, the parameter 6 (green line) is contained (or not) in realisations of the 95% ClI

(red). The black points show the corresponding estimates.

100
I

80
I

60
I

Repetition

|

20
I

0
I

Parameter
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One- and two-sided intervals

O A two-sided confidence interval (L,U) is generally used, but one-sided confidence intervals,
of the form (—o0,U) or (L, 00), are also sometimes required.
0 For one-sided Cls, we take ay = 0 or af, = 0, giving respective intervals (L, 00) or (—oo,U).

O To get a one-sided (1 — ) x 100% interval, we can compute a two-sided interval with
oy, = ay = «, and then replace the unwanted limit by 0o (or another value if required in the
context).

Example 271. A sample of n = 16 Vaudois number plates has maximum 523308. Use the pivot ()1
to give one-sided 95% Cls for the number of cars in canton Vaud.
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Note to Example 271

0 We set ay = af, = 0.05, with M observed to be m = 523308.
O For Q) with n = 16 we have /" = 0.05/16 = 0.829, (1 — ap)/™ = 0.95Y/16 = 0.997, so

L=m/(l —ap)/" =524988.3, U =m/ay/" = 631061.6.

O  For the interval of form (L, c0), we have have (524988.3, 00), with the interpretation that we are
95% sure that the number of cars in the canton is at least 524988.3 (which we would interpret as
524988, for practical purposes).

O  For the interval of form (—oo,U), we have have (—o0,631061.6), but since we have observed
m = 523308, we replace the lower bound, giving (523308, 631061.6). We are 95% sure that the
number of cars in the canton is lower than 631062 but it must be at least 523308.
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Standard errors
In most cases we use approximate pivots, based on estimators whose variances we must estimate.

Definition 272. Let T = t(Y1,...,Y,) be an estimator of 0, let 72 = var(T) be its variance, and let

V =w(Y1,...,Y,) be an estimator of 72. Then we call V/2, or its realisation v'/?, a standard error
for T.

Theorem 273. Let T be an estimator of 6 based on a sample of size n, with

T—-60 p V p
— Z, — — 1, n—oo
Tn T

where Z ~ N(0,1). Then by Theorem 227 we have

T—606 T-40 Tn D 7
Vi = s X yip 4 noee

Hence, when basing a Cl on the Central Limit Theorem, we can replace 7, by V1/2.

Probability and Statistics for SIC slide 344

204



Approximate normal confidence intervals

[0 We can often construct approximate Cls using the CLT, since many statistics that are based on
averages of Y = (Y1,...,Y,) have approximate normal distributions for large n. If T =¢(Y) is
estimator of § with standard error v/V, and if Theorem 273 applies, then

T <~ N(9,V),
and so (T — 0)/VV ~ N(0,1). Thus
p {ZQU < (T -9V < zl,aL} = B(210,) — B(2ay) =1 - ar — av,
implying that an approximate (1 — oy, — ay) x 100% Cl for 0 is
(L,U) = (T —VVzia,, T —VVzq,).

Recall that if a, a < 1/2, then z1_, >0 and z,, <0,s0 L <U.
0 Example 269 is an example of this, with 7= 2Y and V = T?/(3n), since for large n,

LT =Tz o, /(30)Y2, UsT—Tz,,/(3n)2

O Often we take o, = ayy = 0.025, and then 21—, = —24, = 1.96, giving the ‘rule of thumb’
(L,U) =~ T 4 2V/V for a two-sided 95% confidence interval.

an
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Normal random sample

An important case where exact Cls are available is the normal random sample.
Theorem 274. IfYy,...,Y, iy N (u,0?), then

Y ~ N(p,0%/n) _
(n—-1)82 =", (V; - V)2 ~ o2, independent

where x? represents the chi-square distribution with v degrees of freedom.
The first result here implies that if o2 is known, then

Y —p
2/

7 = ~N(0,1).

g /n

is a pivot that provides an exact (1 — a;, — ay) confidence interval for p, of the form

— g g
(L, U) = <Y — %21_04L7Y — %ZQU> y (4)
where z, denotes the p quantile of the standard normal distribution.
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Unknown variance

2

(0 In applications o is usually unknown. If so, Theorem 274 implies that

Y — (n —1)52

~ Ty
/52/n_ n—1, 0_2

are pivots that provide confidence intervals for i and o2, resp

—_ S - S
L = (Y- —F=tha(l- Y — —=tp— )
L0) = (V- et = a0 ¥ = Sty ©)
(n—-1)8* (n— 1)52)
L, U) = , , 6
w0 = (F Tt e ©
where:
— t,(p) is the p quantile of the Studen istribution with v degrees of freedom;
— X2(p) is the p quantile of the chi-g#¥lare distribution with v degrees of freedom.
0 For symmetric densities such as thg#fformal and the Student ¢ , the quantiles satisfy
p = TR1—p> tu(p) = —t,,(l _p)7
so equi-tailed (1 — «) % Cls have the forms
Y:I:n_l/2az1_a/2, V:I:n_l/ZStn_l(l—a/Q).
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Two giants of 20th century statistics

Left: William Sealy Gosset (‘Student’) (1876-1937)
Right: Ronald Aylmer Fisher (1890-1962)

(Source: Wikipedia)

206


Emmanuel A. Abbe


Probability and Statistics for SIC slide 348

Chi-square and Student probability densities

~

o
<

: (op]

e o

L (TR

E a E o
o

o

Q Q

o o

0 5 10 15 20 -4 -2 0 2 4
w t

Left: x2 densities with v = 1,2,4,6,10. Right: ¢, densities with v = 1 (bottom centre), 2, 4, 20, co
(top centre).
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Example

Example 275. Suppose that the resistance X of a certain type of electrical equipment has an
approximate N (p1, o?) distribution. A random sample of size n = 9 has average T = 5.34 ohm and
variance s> = 0.12% ohm?.

0 Find an equi-tailed two-sided 95% ClI for pu.
O  Find an equi-tailed two-sided 95% Cl for o°.
0 How does the interval for i change if we are later told that 0% = 0.12%7

O How does the calculation change if we want a 95% confidence interval for p of form (L,0)?
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Note to Example 275

O Wewant 1 —a=0.95, so « = 0.05 and we take ayy = o, = 0.025. The formula (5) gives
(5.25,5.43) ohms.

O Formula (6) gives (0.0066,0.0529) ohms? as the interval for o2, giving
(+/0.0066, v/0.0529) = (0.081,0.230) ohms as the interval for o (which must be positive).

[0 In this case o2 is known, so we should use (4). We replace t(0.975) = 2.306 with 2zg.975 = 1.96,
giving (5.26,5.42) ohm. This interval is a factor 2.306/1.96 = 1.18 shorter, because there is no
uncertainty about the value of o.

0 Now we want U = oo, so we take ay = 0 and oy, = 0.05, and replace the first interval above by

- S
(Y + %tn_l(aL), oo> ohms,

which gives (5.27, 00) ohms.
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Comments

0 The construction of confidence intervals is based on pivots, often using the central limit theorem
to approximate the distribution of an estimator, and thus giving approximate intervals.
O A confidence interval (L,U) not only suggests where an unknown parameter is situated, but its
width U — L gives an idea of the precision of the estimate.
0 In most cases
U—Locx/Vocn_l/Q,
so multiplying the sample size by 100 increases precision only by a factor of 10.
[0 Having to estimate the variance using V' decreases precision, and thus increases the width.
O To get a one-sided (1 — ) x 100% interval, we can compute a two-sided interval with
ar, = ay = «, and then replace the unwanted limit by 0o (or another suitable limit).
0 In some cases, especially normal models, exact Cls are available.
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U
U

Statistical tests

Example 276. | observe 115 heads when spinning it a 5Fr coin 200 times, and 105 heads when tossing
it.

Give a statistical model for this problem.

Is the coin fair?

5Fr, 1978, spins 5Fr, 1978, tosses
e 15 o |
12} (2}
© ©
[ [
[} [}
< <
S k]
c c
Ke] K]
T T
[o] o
Q Q
o o
[ VI a
o
o o
> _| > o
° N T T T T ° N T T T T
0 50 100 150 200 0 50 100 150 200
Number of spins Number of tosses
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Note to Example 276

[0 On the assumption that the spins are independent, and that heads occurs with probability 6, the
total number of heads R ~ B(n = 200,0), and if the coin is fair, 6 = 1/2.

[0 One way to see if the coin is fair is to compute a 95% ClI for the unknown 6, and see if the value
6 = 1/2 lies in the interval.

[0 An unbiased estimator for 6 is @ = R/n (and in fact this is the MLE, and the moments estimator),

~ -~

and its variance is #(1 — 6)/n, which we can estimate by V' = 6(1 — 6)/n, so our discussion of
confidence intervals tells us that an approximate 95% confidence for 0 is

0+ 2 0pVV =0+1.96VV,

which gives
tosses: (0.456,0.594) spins: (0.506,0.644),

suggesting that since the 95% confidence interval for spins does not contain 1/2, the coin is not
fair for spins, but that it is fair for tosses.

0 Note that if we had had R = 85 for tosses, then we would get interval (0.356,0.494), and would
also have concluded that the coin is not fair for tosses.

[0 Similar computations for the Cl with o = 99% give
tosses: (0.434,0.616) spins: (0.485,0.665),

so if we take a wider confidence interval, we conclude that the coin is fair for spins also.
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Confidence intervals and tests

[0 We can use confidence intervals (Cls) to assess the plausibility of a value §° of 6:

— If 69 lies inside a (1 — ) x 100% Cl, then we cannot reject the hypothesis that § = §°, at
significance level «.

— 1f 6° lies outside a (1 — a) x 100% Cl, then we reject the hypothesis that § = 6°, at
significance level «.

O The discussion of the scientific method at the start of §7 (slide 267) tells us that data cannot
prove correctness of a theory (hypothesis), because we can always imagine that future data or a
new experiment might undermine it, but data can falsify theory. Hence we can reject or not
reject (provisionally accept) a hypothesis, but we cannot prove it.

0 The decision to reject or not depends on the chosen significance level a:: we will reject less often if
« is small, since then the Cl will be wider.

O If « is small and we do reject, this gives stronger evidence against 6°.

[0 Use of a two-sided CI (L,U) implies that seeing either #° < L or §° > U would be evidence

against the theory. This is true for Example 276, but in general we should consider whether to use
(—o0,U) or (L,o0) instead.
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Null and alternative hypotheses

In a general testing problem we aim to use the data to decide between two hypotheses.
O The null hypothesis H(, which represents the theory/model we want to test.
— For the coin tosses, Hy is that the coin is fair, i.e., P(heads) = 6 = 6% = 1/2.
[0 The alternative hypothesis Hy, which represents what happens if Hy is false.
— For the coin tosses, Hj is that the coin is not fair, i.e., P(heads) # 6°.
O When we decide between the hypotheses, we can make two sorts of error:
Type | error (false positive): Hy is true, but we wrongly reject it (and choose H;);

Type Il error (false negative): H; is true, but we wrongly accept Hy.

Decision
Accept Hj Reject Hy
State of Nature Hj true Correct choice (True negative)  Type | Error (False positive)
H, true  Type Il Error (False negative)  Correct choice (True positive)
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Taxonomy of hypotheses

Definition 277. A simple hypothesis entirely fixes the distribution of the dataY, whereas a
composite hypothesis does not fix the distribution of Y.

Example 278. If
Ho:Yi,...,Y, S N(0,1), Hy:Yi,...,Y, " N(0,3),

then both hypotheses are simple.
Example 279. If 0, is fixed (e.g., 0y = 1/2) and
Hy: R~ B(n,6y), Hi:R~ B(n,0), 6¢€(0,0p)U/(b,1),
then Hy (‘the coin is fair’) is simple but Hy (‘the coin is not fair’) is composite.
Example 280. /f i, 0% are unknown and F is a unknown (but non-normal) distribution, and
Ho:Yi,....Y, S N(u,0?), Hy:Yi,....Y, S F

then both Hy (‘the data are normally distributed’) and Hy (‘the data are not normally distributed’) are
composite.
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True and false positives: Example

O Ho:T ~N(0,1)and Hy : T ~ N (i, 1), with g > 0.
0 Reject Hy if T > t, where ¢ is some cut-off, so we
— reject Hy incorrectly (false positive) with probability

a(t) =Po(T >t)=1—0(t) = ¢(—1)
— reject Hy correctly ( ) with probability

Bl)=P1(T>t)=PT—p>t—p)=1-0(t—p) =0(u—1).

Ho False positive probability c(t)

|-

True positive probability f(t)

H,
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ROC curve

Definition 281. The receiver operating characteristic (ROC) curve of a test plots [3(t) against
a(t) as the cut-off t varies, i.e., it shows (Po(T >t),P1(T > t)), whent € R.

O In the example above, we have o = ®(—t), so t = —®~!(a) = —2,, so equivalently we graph
B(t) = ®(u+ 24) = () against « € [0, 1].

O Here is the ROC curve for the example above, which has p = 2 (in red). Also shown are the ROC
curves for u = 0,0.4,3,6. Which is which?

o

0.8

0.6

True positive probability p(t)
0.4

0.0
I

T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
False positive probability c(t)
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Example, Il

0 In case you need help, here are the densities for three of the cases:
/\L /\L /\L
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O

0

Size and power

Definition 282. Let Py(-) and P1(-) denote probabilities computed under null and alternative
hypotheses Hy and H, respectively. Then the size and power of a statistical test of Hy against Hy are

As 1 increases, it becomes easier to detect when Hj is false, because the densities under Hy and
H, become more separated, and the ROC curve moves ‘further north-west'.

When Hy and Hy are the same, i.e., u = 0, then the curve lies on the diagonal. Then the
hypotheses cannot be distinguished.

In applications, p is usually unknown, so we fix o (often at some conventional value,e.g., 0.05,
0.01) and then accept the resulting 5(a).

We also call (particularly in statistics books and papers)
— the false positive probability the size « of the test, and
— the true positive probability the power 3 of the test.

size o« = Py(reject Hy), power 8 = Pq(reject Hy).
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0

0

Power and confidence intervals

If the test is based on a (1 — «) x 100% ClI, the size is the probability that the true value of the
parameter lies outside the Cl, so it is .

Taking a smaller value of « gives a wider interval, so it must decrease the power.
Usually the width of the interval (L, U) satisfies

U—Lo<n_1/2,

so increasing n gives a narrower interval and will increase the power of the test. This makes sense,
because having more data should allow us to be more certain in our conclusions.

Unfortunately, not all tests correspond to confidence intervals, so we need a more general approach.

For example, checking the fit of a model is not usually possible using a confidence interval ...
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Testing goodness of fit

We may want to assess whether a statistical model fits data appropriately.

Example 283. In a legal dispute, it was claimed that the numbers below were faked:

261 289 291 265 281 291 285 283 280 261 263 281 291 289 280
292 291 282 280 281 291 282 280 286 291 283 282 291 293 291
300 302 285 281 289 281 282 261 282 291 291 282 280 261 283
291 281 246 249 252 253 241 281 282 280 261 265 281 283 280
242 260 281 261 281 282 280 241 249 251 281 273 281 261 281
282 260 281 282 241 245 253 260 261 281 280 261 265 281 241
260 241

Real data could be expected to have final digits uniformly distributed on {0, 1,...,9}, but here we have

01 2 3 4
0

5 6 7 8 9
14 42 14 9 6 2 0 0 5

How strong is the evidence that the final digits are not uniform?

Probability and Statistics for SIC slide 362

Karl Pearson (1857-1936)

(Source: University College London)
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Pearson statistic

Definition 284. Let Oq,...,Oy be the number of observations of a random sample of size
n =mnq + ---+ ng falling into the categories 1, ..., k, whose expected numbers are E1, ..., Ey, where
E; > 0. Then the Pearson statistic (or chi-square statistic) is

2

¥ (0, - E;
roy O-E)

i=1

Definition 285. Let Z1,..., 7, N(0,1), then W = Z2 + --- + Z2 follows the chi-square
distribution with v degrees of freedom, whose density function is

1
_ v/2—1_—w/2 _
fw(w) 721//2“”/2)11) e , w>0,v=12,...,

where T'(a) = fooo u* e % du, a > 0, is the gamma function.
O If the joint distribution of Oq,..., Oy is multinomial with denominator n and probabilities
p1=Ei/n,...,px = Eg/n, then T ~ x3_|, the approximation being good if k™1 3" E; > 5.

O We can use T to check the agreement between the data O, ..., O and the theoretical
probabilities pq, ..., pg.
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Pearson statistic: Rationale

O If O; = E; for all 7, then T will be small, otherwise it will tend to be bigger.

O If the joint distribution of Oq,..., Oy is multinomial with denominator n and probabilities
p; = E;/n, then each O; ~ B(n,p;), and thus

E(O;) =np; = E;, var(O;) = np;(1 —p;) = E;(1 — E;/n) = E;
thus Z; = (0; — E;)/v/E; ~ N(0,1), for large n, and we would imagine that
k
= Z 222 ~ Xk7
i=1

but the constraint >, O; = n means that only & — 1 of the Z; can vary independently, thus
reducing the degrees of freedom to k — 1.

Probability and Statistics for SIC slide 365

214



Null and alternative hypotheses for Example 283

O Null hypothesis, Hy: the final digits are independent and distributed according to the uniform
distribution on 0,...,9. This simple null hypothesis implies that O, ..
distribution with probabilities pg = --- = pg = 0.1, and since > | F;/10 > 5, we have

0

Alternative hypothesis, H;: the final digits are independent but not uniform, so Oy, ...
follow a multinomial distribution with unequal probabilities, po, . ..
composite, and the parameter 0 = (pq, . ..

this model,

Since values of T tend to be smaller under Hy than under Hy, we should large values of T to be

Po(T < t) =P(x5 < t),

Pi(T >1t) > P(xa > t),

evidence against Hj in favour of Hj.

O We verify this on the following slides.

,Pg) is of dimension 9, as pgp =1 —p; — -+ — pg. Under

t> 0.

t > 0.

., Og have the multinomial

709
,Po. This hypothesis is
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Monte Carlo simulations of 7', n = 50
Pearson's statistics for 10,000 sets of data when testing Hy : pg = - -+ = pg = 0.1, when: (a) (top) the
data are generated under Hy; (b) (bottom) the data are generated with a multinomial distribution
having pg = p1 = 0.15, po = -+ - = pg = 0.0875. The values of T tend to be bigger under (b). The red
line shows the 2 density.
el B T R
P Quantiles of Chi"2_9
peEmyeRe *° umiesorone e
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Monte Carlo simulations of 7', n = 100, 50

Pearson's statistics for 10,000 sets of data when testing Hy : pg = - - = pg = 0.1, when: (a) (top) the
data are generated with py = p; = 0.15, po = -+ = pg = 0.0875, and n = 100; (b) (bottom) the data
are generated with pg = p; = 0.2, py = -+ = pg = 0.075 and n = 50. The red line shows the x3
density.

I

P Quantiles of Chi"2_9

-

Density

Ordered P
10 20 30 40 50
1

0
L

T T T T T T
0 20 40 60 80 0 5 10 15 20 25 30 35
P Quantiles of Chi"2_9
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Example

The simulations in the previous figures show that
O under Hy, we indeed have T ~ 2, even with n = 50;
OO0 under Hy, the distribution of T is shifted to the right;

O the size of the shift under H; will determine the power of the test, which depends on the sample
size n and on the non-uniformity of (po,...,py).

Example 286 (Example 283, continued). Our data

0 1 2 3 4
0

5 6 7 8 9
14 42 14 9 6 2 0 0 5

give observed value of T equal to t.,s = 158.
O  For a test of Hy at significance level a = 0.05, note that the (1 — «) quantile of the x2
distribution is 16.92. Since tons > 16.92, we can reject Hy at significance level 0.05.

O In fact,
Po(T > tops) = P(x2 > 158) < 2.2 x 10716,

so seeing data like this would be essentially impossible under Hy. It is almost certain that the
observed final digits did not come from a uniform distribution.
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Evidence and P-values

A statistical hypothesis test has the following elements:

O a null hypothesis Hy, to be tested against an alternative hypothesis Hy;

O data, from which we compute a test statistic T, chosen such that large values of T' provide
evidence against Hy;

0 the observed value of T is t.,s, which we compare with the null distribution of T, i.e., the
sampling distribution of T" under Hy;

0 we measure the evidence against Hy using the P-value

Pobs = PO(T > ZL/obs)v

where small values of pgps suggest that either
— Hy is true but something unlikely has occurred, or
— Hyis false.

O If pons < a, then we say that the test is significant at level « or significant at the « x 100%
level.

0 If we must make a decision, then we reject H if pons < a, where « is the significance level of the
test, and we (provisionally) accept Hy if pops > a.
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Examples

Example 287. Recast Example 276 in terms of P-values.

Example 288. Ten new electricity meters are measured for quality control purposes, resulting in the
data

Is there a systematic divergence from the standard value of 10007

983 1002 998 996 1002 983 994 991 1005 986
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Note to Example 287

O Under Hy we have R ~ B(n,0°), and therefore R ~ N'{n#° nf°(1 — 6°)} by the central limit
theorem. Since values of R far from n#" in either direction would be evidence against Hy, this
suggests taking

T = {R - E(R)}?/var(R) = (R — n8°)?/{n6°(1 — 8"} = (R — 100)? /50,
since here n = 200 and #° = 1/2 yield E(R) = 100 and var(R) = 50.
O Since T = Z?2, where Z ~ N(0,1) we have that T ~ x? under H,.
O This gives tohs = 0.5 for the tosses, and ¢y, = 4.5 for the spins, with corresponding P-values
Po(T > tons) = P(xi > 0.5) = 0.480, Po(T > tobs) = P(x} > 4.5) = 0.034.

O With a = 0.05 we would accept Hy for the tosses but reject it for the spins.

O With o = 0.01 we would accept Hy for both tosses and spins.
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Note to Example 288
O We assume that Y7,...,Y, Y N (u,0?), with o2 unknown. We take
H()I,U,:,U,()Zlooo, H1 ,u7é1000

O We know from Theorem 274 that under Hy,

=~

_ ¥ Mo

- ~ tp-1.

V/S?%/n

Here the alternative hypothesis H is two-sided, i.e., we will reject if either Y is much larger or
much smaller than g, so we should take

Y — po

VS?%/n

and for a test at significance level o = 0.05 we therefore need to choose t,, such that

:’2’7

Oé:PQ(T>ta):l—Po(—tQSZStQ).

But Z ~ t,,_1 is a pivot under Hy, so 1 — Py (—t, < Z < ty) = 2Po(Z < —t4), and this implies
that t, = —t,—1(a/2). With a = 0.025 and n = 10, we have t9(0.025) = —2.262 from the
tables, or R, as qt (0.025, df=9).

0 For the data above, 7 = 994 and

n

s == Z(yi —7)% = 64.88.
i=1

O Now tobs = (994 — 1000)/+/64.88/10] = | — 2.35| = 2.35 > t,, = 2.262, so we reject Hy at level
a =5%.

[0 Alternatively we can compute the 95% confidence interval based on Z, which is
(988.238,999.762). Since this does not contain pg, Hy is rejected at the 5% level.

[0 If instead the alternative hypothesis is Hy : u > 1000, then we take Z as the test statistic, since
we are likely to have positive Z under H;. In this case we need to choose t, such that

Y — o
a:PO(Z>ta):P0{ >t p-
VS?%/n

Since Z ~ t,,—1, we have that ¢, = t9(0.95) = 1.833, and since zops = —2.35 < 1.833, we cannot
reject the null hypothesis at the 5% level. Indeed, having 7 = 994 suggests that it is not true that

M > po-
(0 If the alternative hypothesis is Hy : u < 1000, then we take T'= —Z as the test statistic, since we
are likely to have negative Z under H;. In this case we need to choose t, such that

Y - Y -
o= PO(—Z > ta) = PO{ Ho < —ta} = PO{ Ho < tn_l(a)},

V/S?%/n V/S?%/n

implying that t, = —t,—1(a) = t,—1(1 — ). With a = 0.05, we therefore have ¢, = 1.833, and
since —2zohs = 2.35 > t, = 1.833, we reject the null hypothesis at the 5% level. Having
7 = 994 < pg suggests that maybe p < .
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Decision procedures and measures of evidence

We can use a test of Hy in two related ways:
[0 as a decision procedure, where we
— choose a level o at which we want to test Hy, and then
— reject Hy (i.e., choose Hy) if the P-value is less than a, or
— do not reject Hy if the P-value is greater than «.
[0 as a measure of evidence against Hy, with
— small values of pgps suggesting stronger evidence against Hy, but

— Hj need not be explicit, though the type of departure from Hy that we seek is implicit in the
choice of T

O Knowing the exact value of pgps is more useful than knowing that Hy has been rejected, so the
measure of evidence is more informative.

[0 The strength of the evidence contained in a P-value can be summarised as follows:

«@ Evidence against Hy
0.05 Weak
0.01 Positive
0.001 Strong
0.0001 Very strong
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Choice of «

0 As with Cls, conventional values are often used, such as o = 0.05,0.01, 0.001.

[0 The most common value is o = 0.05, which corresponds to a Type | error probability of 5%, i.e.,
Hy will be rejected once in every 20 tests, even when it is true.

O When many tests are performed, using large o can give many false positives, i.e., significant tests
for which in fact Hy is true.

0 Consider a microarray experiment, where we test 1000 genes at significance level «, to see which
genes influence some disease. If only 100 genes have effects, we can write

P(Hy) = 900/1000, P(H;) =100/1000, P(S|Hy) =a, P(S|Hy) =8,

where « is the size of the test, 8 > « is its power, and S denotes the event that the test is
significant at level a. Bayes' theorem gives

P(Ho | S) = 5P (S| Hy) + P(H)P(S | Hy) ~ 09a 1 015"

Hence with o = 0.05, 8 = 0.8, say, P(Hy | S) = 0.36, so over one-third of significant tests will not
be interesting. If instead we set o = 0.005, we have P(Hj | S) = 0.05, which is more reasonable.

Probability and Statistics for SIC slide 373

219



8.5 Comparison of Tests slide 379

Types of test

There are many different tests for different hypotheses. Two important classes of tests are:

[0 parametric tests, which are based on a parametric statistical model, such as

Yl,...,Yniri\Sl (p,0?), and Hy : pp = 0;

O nonparametric tests, which are based on a more general statistical model, such as

Yi,..., Y, 2 f et Hy: P(Y > 0) =P(Y < 0) =1/2, i.e., the median of f is at y = 0
The main advantage of a parametric test is the possibility of finding a (nearly-)optimal test, if the
underlying assumptions are correct, though such a test could perform badly in the presence of outliers.
A nonparametric test is often more robust, but it will suffer a loss of power compared to a parametric

test, used appropriately.
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Medical analogy

We diagnose an illness based on symptoms presented by a patient:

Decision
Healthy Diseased
Patient Healthy  True negative False positive
Diseased False negative  True positive

In the graphic below, Symptom 1 gives perfect diagnoses, but Symptom 2 is useless. Think how the
probability of a correct diagnosis varies as the different lines move parallel to their slopes.

Symptom 2
0
L

Symptom 1
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ROC curve, Il

OO We previously met the ROC curve as a summary of the properties of a test.

[0 A good test will have an ROC curve lying as close to the upper left corner as possible.
O A useless test has an ROC curve lying on (or close to) the diagonal.
O

This suggests that if we have a choice of tests, we should choose one whose ROC curve is as close
to the north-west as possible, i.e., we should choose the test that maximises the power for a given
size.

O This leads us to the Neyman—Pearson lemma, which says how to do this (in ideal

circumstances).

1.0

0.8
I

0.6
I

True positive probability p(t)
0.4

0.2
I

0.0
I

T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
False positive probability c.(t)

Probability and Statistics for SIC slide 382

Most powerful tests

0 We aim to choose our test statistic T to maximise the power of the test for a given size.

O A decision procedure corresponds to partitioning the sample space {2 containing the data Y into a
rejection region, ), and its complement, ), with

Y € YV = Reject Hy, Y € Y = Accept Hy.

O In Example 287, Y = {(y1,...,yn) : | >_y; — 100]/50 > 1.96}.
0  We aim to choose ) such that P1(Y € ) is the largest possible such that Po(Y € )) = .

Lemma 289 (Neyman—Pearson). Let fo(y), fi(y) be the densities of Y under simple null and
alternative hypotheses. Then if it exists, the set

Va=1{y€Q: fi(y)/foly) >t}

such that Po(Y € V,) = a maximises P1(Y € )),), amongst all the V' such that Po(Y € )') < a.
Thus to maximise the power of a given threshold, we must base the decision on Y,.
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Note to Lemma 289

Suppose that a region ), such that Po(Y € V,) = « does exist and let )’ be any other critical region
of size « or less. Then for any density f,

[ s [ s ™)

equals

/y@myf(y) dy + /yam7 fly)dy — /ym}a fly)dy — /y’mya f(y)dy,

where ), is the complement of ), in the sample space, and this is

/ fwydy - / Wy (8)
YVaNY'! YV'NYa

If f = fo, (7) and hence (8) are non-negative, because )V’ has size at most that of )),. Suppose that
f=fi. fy € Y, then tofo(y) > fi(y), while f1(y) > tafo(y) if y € V,. Hence when f = f1, (8) is

no smaller than
fo {/ _hwdy- [ 5w dy} > 0.
YaNY'! V'NYa

Thus the power of ), is at least that of ), and the result is established.
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Example

Example 290. (a) Construct an optimal test for the hypothesis Hy : 0 = 1/2 in Example 276, with
a = 0.05.
(b) Do you think that @ = 1/2 for spins?
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Note to Example 290

0 The joint density of n independent Bernoulli variables can be written as

fy)=011—0"", 0<0<1, r=>Y y
and Hy imposes § = 1/2. Thus for any fixed 6 we have

fily) 67 (1 — o) B . .
foly) — (12 (1—1/2)n— {21 -0)}y{6/(1 - 0)}",

which is increasing in r if § > 1/2 and is decreasing in r if § < 1/2. Hence if > 1/2 we must take

ylz{yla"'aynzzyj Zrl}

for some r1, and if 6§ < 1/2 we must take

y2:{y17"'7ynzzyj STQ}

for some ry. So if we want to test Hy against (say) H; : 0 = 0.6, we take Y, and if we want to
test Hy against (say) H; : 0 = 0.4, we take ).

[0 Suppose that we take Hy : @ = 0.6. Then we need to choose r1 such that

a:PO(Yeyl):PO(Rzm:PO{R\/_HL/T Zrl\/_ni/iz}il—¢<%>

and this implies that r; = n/2 + \/nz1_,/2. With n = 200 and « = 0.05 this is 7y = 111.6.
Since we observed R = 115 > 71, we reject Hy at the 5% significance level, and conclude that the
coin is biased upwards (but not downwards).

0 Since the result does not depend on the value of 8 chosen, provided 6 > 0.5, we would also reject
against any other H; setting 6 > 1/2.

OO A similar computation gives ro = 88.37.

OO If we are not sure of the value of 6, then we take a region of the form )); U ). But in order for it
to have overall size o, we take «/2 for each of the regions, giving r; = 113.86 and r = 86.14.

Since Y € Y1 U s, we still reject Hy at the 5% significance level, and conclude that the coin is
biased, without being sure in which direction it is biased.
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Power and distance

O A canonical example is where Y7,...,Y, iy N(u,0?), and

Ho : p = po, Hy:p=p.

O If o2 is known, then the Neyman—Pearson lemma can be applied, and we find that the most
powerful test is based on Y and its power is ®(z, + &), where ®(2,) = a, and

§ = nl/2 |1 — pol
o
is the standardized distance between the models.
O We see that

— the power increases if n increases, or if |1 — gl increases, since in either case the difference
between the hypotheses is easier to detect,

— the power decreases if o increases, since then the data become noisier,

— if 6 =0, then the power equals the size, because the two hypotheses are the same, and
therefore Po(-) = Py (+).

O Many other situations are analogous to this, with power depending on generalised versions of ¢.
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Summary

[0 We have considered the situation where we have to make a binary choice between
— the null hypothesis, Hy, against which we want to test
— the alternative hypothesis, Hq,

using a test statistic 1" whose observed value is 4,5, computing the P-value,

Pobs = PO(T > ZL'obs)v

which is computed assuming that Hy is true.
0 We can consider pops as a measure of the evidence in the data against Hy.
0 For a test with significance level o, we reject Hy and choose Hy if pops < av.

0 We must accept that we can make mistakes:

Decision
Accept Hy Reject Hy
State of Nature Hj true Good choice Type | Error
H;y true  Type Il Error  Good choice

O If we try to minimise the probability of Type Il error (i.e., maximise power) for a given probability
of Type | error (fixed size), we can construct an optimal test, but this is only possible in simple
cases. Otherwise we usually have to compare tests numerically.
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9 Likelihood slide 387

9.1 Motivation slide 388

Motivation

Likelihood is one of the basic ideas of statistical inference and modelling. It gives a general and
powerful framework for dealing with all kinds of applications, in particular for

O finding estimators with the smallest variances in large samples; and

O constructing powerful tests.
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Illustration

O When we toss a coin, small asymmetries influence the probability of obtaining heads, which is not
necessarily 1/2. If Y7,...,Y,, denote the results of independent Bernoulli trials, then we can write

P(Y;=1)=6, P(Y;=0)=1-6, 0<6<1, j=1,...,n
[0 Below is such a sequence for a 5Fr coin with n = 10:
1 1111 0 1 1 11
Which values of 6 seem to you the most and least credible:
=0, =03, 0#=09, 6=0.99?

O How can we find the most plausible 6 value(s)?
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Basic Idea

For a value of # which is not very credible, the density of the data will be smaller: the higher the

density, the more credible the corresponding 6. Since the y1,...,y10 result from independent trials, we
have

10

Fn, o) = ] fwi0) = Fy:0) x - x fyi;0) = 0° x (1 - 06) x 6*
j=1
= 99(1 - 9)7
which we will consider as a function of 6 for 0 < 6§ < 1, called the likelihood L(9).
n=10
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Relative likelihood

O To compare values of 6, we only need to consider the ratio of the corresponding values of L(6):

L(61)  f(y1,.--,y10:61)  69(1—61)

L0) ~ fyn, - w0if2)  03(1—6y) ©

implies that 6, is ¢ times more plausible than 6,.

OO The most plausible value is 0, which satisfies

L) > L), 0<0<1;

0 is called the maximum likelihood estimate.

O To find 6, we can equivalently maximise the log likelihood
0(0) = log L(0).

O The relative likelihood RL(6) = L(@)/L(@) gives the plausibility of 6 with respect to 6.
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Example

Example 291. Find 6 and RL(6) for a sequence of independent Bernoulli trials.

The following graph represents RL(#), for n = 10,20, 100 and the sequence

11111011110111101011
11111101010011011101
11100101111100111111
10101101110011101111
10000101001001111110

[ Asn increases, RL() gets closer to 0: values of 6 which are far away from 6 become less credible
with respect to 6.

O This suggests that we could construct a Cl by taking the set
{0 :RL(0) > c},

for some c. Later we will see how to choose c.

Probability and Statistics for SIC slide 393

228



Note to Example 291
The likelihood is

n

L(0) = f(y;0) = ﬁ fly0)=[]ova—-0)'v =0(1-0)"" 0<6<1,
j=1

j=1

where s = 3" y; and we have used the fact that the observations are independent. Therefore
0(0) = slogf+ (n—s)log(1—0), 0<6<1.

Differentiation of this yields

) s n—s  d(0) s n—s

o~ 6 1—-6 42 02 (1-6)%

Setting d¢(0)/df = 0 gives just one solution, 6= s/n =7, and since the second derivative is always
negative, this is clearly the maximum. Therefore

RL(0) = % _ (%) (%g)n 0<h<1.
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Bernoulli sequence

n=10 (black), n=20 (blue), n=100 (red)

08 1.0
| |

0.6
|

Relative likelihood
0.4

0.2

0.0
|

0.0 0.2 0.4 0.6 0.8 1.0
theta
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Bernoulli sequence

n=10 (black), n=20 (blue), n=100 (red)

Relative likelihood

theta

Probability and Statistics for SIC slide 395

9.2 Scalar Parameter slide 396

Likelihood

Definition 292. Let y be a set of data, whose joint probability density f(y;0) depends on a parameter
0, then the likelihood and the log likelihood are

L(0) = f(y;0), £(0)=logL(0),
considered a function of 9.

If y = (y1,...,yn) is a realisation of the independent random variables of Y7, ... Y, then
L(0) = f(y;0) = [] f(y;:0), €(0) = log f(y;; ),
j=1 j=1

where f(y;;0) represents the density of one of the y;.
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Maximum likelihood estimation

Definition 293. The maximum likelihood estimate 8 satisfies

~

L(0) > L(6) for all b,

-~

which is equivalent to £(6) > £(0), since L(0) and £(0) have their maxima at the same value of 6. The
corresponding random variable is called the maximum likelihood estimator (MLE).

[0 Often 6 satisfies

~

de(d) d20(9)

do g2
In this course we will suppose that the first of these equations has only one solution (not always
the case in reality).

=0, < 0.

O In realistic cases we use numerical algorithms to obtain 8 and d2€(§)/d92.
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Information

Definition 294. The observed information J(#) and the expected information (or Fisher
information) 1(0) are

2 2
J(0) = —%ff), 1(6) = E{J(0)} = E{—ddgf) } .

They measure the curvature of —£(f): the larger J(0) and I(0), the more concentrated ¢(6) and L(#)
are.

o~ -~

Example 295. Ify,...,y, Y Bernoulli(0), calculate L(6), ¢(0), 6, var(0), J(6) and 1(6).
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Note to Example 295
We saw in Example 291 that

L(O)=6°(1—0)""° £(0)=slogh+ (n—s)log(l—0), 0<60<I,
that the MLE is 6 = s/n =7, and clearly

d2®) s n-—s
TO) =~ — gt aar

Now treating 6 as a random variable, § = S/n, where S ~ B(n, ), we see that since E(S) = nf and
var(S) = n#(1 — @), we have after a little algebra that

~  0(1-0) B o
var(f) = — I<9)_E{J(9)}_6(1—9)’ 0<6<1.
Note that var(d) = 1/1(6).
Probability and Statistics for SIC note 1 of slide 399
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Limit distribution of the MLE

Theorem 296. Let Y1,...,Y, be a random sample from a parametric density f(y;6), and let 9 be the
MLE of 0. If f satisfies regularity conditions (see below), then

~

JOV20 -0) 2 N(0,1), n— .
Thus for large n,
g ~ N{a, J(é)*l} ,
and a two-sided equi-tailed Cl for 0 with approximate level (1 — «) is

~ ~

7, = (L,U) = (6 - J( )_1/221—(1/275"'_ J(H)_l/Qzl—a/Q)'

We can show that for large n (and a regular model) no estimator has a smaller variance than 8, which
implies that the Cls Z¢_ are as narrow as possible.

Example 297. Find the 95% Cl for the coin data with n = 10, 20, 100.

n Tails 6 J(O) 70 g5 s

10 9 09 111.1 (0.72,1.08) (0.63,0.99)
20 16 08 1250 (0.62,0.98) (0.59,0.94)
100 69 0.69 467.5 (0.60,0.78) (0.60,0.78)
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Likelihood ratio statistic
Sometimes a Cl based on the normal limit distribution of 8 is unreasonable. It is then better to use

£(0) itself.

Definition 298. Let ((6) be the log likelihood for a scalar parameter 6, whose MLE is 0. Then the
likelihood ratio statistic is

W () = 2 {z(ﬁ) - e(e)} .

Theorem 299. /f 09 is the value of O that generated the data, then under the regularity conditions
giving 6 a normal limit distribution,

W (6°) N X3, n— oo.
Hence W (6°) ~ 2 for large n.

Example 300. Find W (6) when Y1, ...,Y, > Bernoulli(6°).
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Note to Example 300

Since
00) =slogh+ (n—s)log(1—0), 0<6<1,

and 0 = s/n =7, we have

W(0) =2 |nflog(6/6) + n(1 — 8) log{(1 — 6)/(1 — 6)}],

and if we write § = 0 + n~1/2a(0)Z, where a2(8) = 6(1 — 6) and Z -2 A(0,1), we end up after a
Taylor series or two with

Probability and Statistics for SIC note 1 of slide 401

Implications of Theorem 299

[0 Suppose we want to test the hypothesis Hy : @ = 0°, where 6 is fixed. If Hy is true, the theorem
implies that W (0%) <~ x2. The larger W (") is, the more we doubt Hy. Thus we can take
W (0°) as a test statistic, whose observed value is wqps, and with

Pobs = P {W(HO) Z wobs} =P {X% Z wobs}

as significance level. The smaller pyps is, the more we doubt Hy.

O Let x2(1 — «) be the (1 — a) quantile of the x?2 distribution. Theorem 299 implies that a Cl for §°
at the (1 — «) level is the set

V. ={0:WO) <30 -a)} = {0:2{e@) - o)} <3301 - o)}

= {0:00) = 00) - hin - o)}
O With 1 —a = 0.95 we have x?(0.95) = 3.84. Thus the 95% Cl for a scalar # contains all § such

~

that £(6) > £(0) — 1.92. In this case we have

-~ ~

RL(0) = L(0)/L(0) = exp{€(8) — £(0)} > exp(—1.92) =~ 0.15;

compare with slide 395.
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