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Integral Equations



# Applicationto the Poisson problem
For the Poisson problem

- u"(x) + 4 u() = f(x)

we
haveneen

F(u)(a)=92
: Elf]()

We know from the FT table

-
k(x)

has the FT
*

Hence

y(x)= e

-

=> E(g)(a)=



We can write

F(u)()= E(E](a) = [E(g) · FLARCal
Using the convolution theorem :

u(x)= (g + + )(x)

Explicity , with our particular choice of g :

u(x) =()e
-4)

- +(i))(x)

= Stf(y) ek-



· This is a general solution formula for

- u"(x) + k= u(z) = f(x)

over the real line. It is not necessarily the only
solution but it will satisfy

lim u(x) = 0

--> 10

· Major difficulty : computing the convolution.

· Simila techniques are possible for may
other

diferential equations over IR.



# Examples

② Consider the source term

- IX/
f(x) = e

Using our solution formula
,

the differential equation

- un(x) + ku(x) = f(x)

has the solution

u(z) =b
-

1)
- k(x -

y
To compute the integral , we split it up

and

use case distinctions.



We begin with

u()=ge on

Because of Ix-11 we make a case distincion.

Consider the case X = 0.

u()= d

+ 9°Ye
k( - x)d

=



=
im

T
Still assoming XIO , we make another case distinction.

If k = 1
, then

u(x) =e+
= (1 +x)



We check the differential equation

u((x) = E
- (1 +x) = +x

u"(x) = - - (x = (x -1

Plossing this in
,

we
check easily

- u"(x) + x(x) = f(x)
,

x = 0

(Exercise (



Next , still assuming X= O, we handle the case 4 #1 .

u(x)=T

u

-
We split the middle term

u



=- +
One checks that this satisfies

- u"(x) + k3u(y) = f(x)
,

X = 0

That completes the case X 10 .

It remains to discuss the case - O

Instead of repeating the same computations,

we take a
short cut.

Recall that we study the proposed solution

u(z) = 1909-11-
kiy



Suppose that X = -W for some positive W > O. Then

u(x)= dy z =Y

- 4) - w + z)dz
= See

= See
k(w - z)dz

= u(w) = u) - x)

That means thatu is an even
function.

Since in satisfies the differential equation for X30 ,
and so it most satisfy the differential epuntin for X0 .



Lastly, we check that MCX) in this form is

continuous at X = 0,
and so is its derivative.

② Example : Consider the source term

if X = 0

f(x) = e
-

if x < 03

Y

-



The solution formula provides

u(x)= Se
- Ye

- k(x - 3

dy
Here

,
the integral bounds simplify because f(x) = 0 for

negative - < 0.

To study this
,
we take a look at the case X <0 first

Then Ix-y1 = y - X. far y >0 .

Hence

u(x) = t gt0
- y
- k(y - z)dy

= ego-k



We then check that far X < 0 :

- n"(x) + k2u(x) = 4- = 0

as desired
.

So the differential equation is satisfied for X0.

For X30 ,
the integrad switches its form again at y = X

and we need a case distinction in K = 1 and K*1 .

Details are not provided here. See exam review.



IntegralEquations
We study integral equations of convolutional form

u(x) + xgk(x - y)u(y)dy = g(x)

While differential equations involve
derivatives,

integral equations involve integrals.

We will use Fourier transforms to solve them.

Here
,
7 > O is a positive parameter, K is called the

integration Kernel , and g
is called the source term.



This equation can be written

z(x) + 7(k + y)(x) = g(x)

To find the unknown function u
,
we use the Forrier transform

(d) + . X · #(a) . u(s) = &(a)

We isolate flal :

(1 + vX - ((a))u() = g(a)

u(a) = (1 + v7E())+ J(a)

We can findI
, if we are able to take the inverse

Fourier transform



In the case that h : IR- I such that

(a) = (1 + v](())
+

We have

u(x) = (a) - g(x)

Applying the inverse Fourier transform,

u(x)= (h + y)(x)
Indeed

u(x)=g(a)

=h (a) · g() = E(a)(a)



Example We want the solution us : /- I of the integral equation
- |x)

u(x) + 39
- Hu(x-T]

Here,

- |x/
1 = 3 , k(x) = -

!

, g(x) = e

The relevant Forrier transforms are

E() = (a) = Ea



The convolution equation reads :

u(x) + 3(k = u)(x) = g(x)

FT :

(a) + 3 (F(a) · u(a) = (a)

We isolute (x) :

(a) = Tre(2)(a)
We simplify the last expression :



=--

=taz

=+ 6

-

One checks that the last expression equals the FT of



u(x)=
That solves the convolutional integral eyration.

Remarks on convolutional integral equations :

- applications in physics, engineering, signal processing
- Typically , the inverse Forrier transform,

possing involving the convolution theorem,

is the most complicated

- If the denominator 1 + XE(a) is zero for

some frequency 9
,
then the theory still applies

in some circumstances but becomes more complicate.



Review
- Lines and surfaces can be given by equations that define sets :

Exaple : &(x ,% ,
z)E/3/x2 + y + z = 3

,
z203

Lines
,
surfaces, domains

- Parametrizations of lines and surfaces

Lines : tangent vector

Domains in 2D :1tangent and
outward pointing unit normal

Surfaces in 3D : unit tugent and normal along surface

Domains in 3D : outward pointing unit normed



- Line integrals of sculos Syfd and vectors &F l
y

- surface integrals of sculous If do and vectors &F do
S S

- The line/surface integrals depend on the parameterization : I

- If a surface has a boundly
,

the parametrization of the surface

gives a parametrization of the bowly line : I

- Integral theorems :

2D : Gauss & Green: dirF =SF, Scr
3D : Gauss/divergence : CSSdirE = GE

Stokes : SJcreF =SE
S



- Relevant differential operators : gradient, divergence , Laplacian , curl 2D/3D

- Potentials : existence of scaler potential for some rector field ?

sand f = F ?

necessary : curl E =

sufficient :
11 111 and domain is simply-connected

or the integral of E along any
line around a single hall equals zero.

If a potential exists THEN you can compute via a line integral



Histributionther
space of smooth

functions with compact support

· D' is the space of distributions

·Adistribution is a linear function T : D -> IR satisfying :

↓ Carb] =R : 7 >0
,

keNo : VyeD
, supply) = Cab : If(x)l ->Clic

· Examples : Dirac delta , Dirac comb,

Tf (4) : = f(y) : = S +(x) x()d ,

f (locally) integrable

· Distributional derivative : (G
-

T)(4) = -T(Gx4)

· important special case : distributional derivative of piecewise differentiable
functions : piecewise derivatives + Dirac Delta at jumps



Fourierseries :

standard form
Ff(x) = & + can cos() + busi

caylex form Ff(x) = Quez-xi

transition between coefficients (anibu)-
> Kn

, <n)

Calculation : computing integrals , recognize when to use integration-by-parts

When f is even/odd
,
then the Fourier series is only a

cosine/sine series , and coefficient formula simplifies (see exercise

- Dirichlet theorem : When does the Fourier series converge ?

If to what ?
yes,

- Purseval theorem

Background : arthogonality properties of sine/cosine
modes



Fooriertransform
· definition of FT : Elf)() = F(a)= f(x) evia de

Inverse FT F[E ](x) = Fla) eix da

Linearity
· Decalage/modulation
· Plancherel

Interaction with derivatives

F(f']() = in F(f]()

Interaction with convolution :

F(f + g] = F(f] · F(g]

F(f · g] = EFF(f) * F(g)

Reminder : the convolution of F :-1 and g:
-> R,

(f + y((x) = ff(x - y)y(y)dy = ff(y)g(x - y)dy
is linear in -and g , is associative and commutative,



Applications :

· Poisson problem-U"(x) +
42u(x) = f(x) Over an interval a < x <

b

using Forrier series

- Dirichlet boundary conditions : u(a) = ga ,
u(b) = gb

split problem into - u" + ku = 0 -u" + 42u = f and solve separately
u(a) = 0 ,

u(b) = 0
u(a) = ya ,

v(b) = yb

homogeneous source term homogeneous BC

Toke odd extension of f, develop Forrier series , relate Fourier coefficients of

with Forrier coefficients of u

- Neumann BC
: u'(a) = 0 ,

u'(b) = 0 use cosine series

periodic BC : Mal = (b) use full Forrier series

- Extension to general differential equations

Express the right-hand side as a
Fourier series such that the BC

are automatically satisfied (sine ,
cosine , full



· Poisson problem-u"(x) + 42u() = f(x) over IR using Forrier transform

=> - (ia)"u(x) + ku(a) = =(a) (FT equation
=>u(x) = (k2 + (2)

+
. E(a) (isolute i)

= u(x) = F+ ((k + 2)
+] * f(x) (inverse FT)

knowing how to compute convolutions

· Convolutional integral equation : n + 1(ku) = g

=> n + 1( + u = g (FT equation )

=> u = (1 + 7)"g (isolate i)

=> u = F
"

(( + xk)"g) = E
+ ((1 + 75)") * & (inverse FT)

knowing how to find inverse FT or how to compute convolutions



There are many different conventions for 
the definition of the Fourier transform, 
without any overwhelming consensus.



Good Luck

for your
Exam


