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1 REAL FUNCTIONS OF ONE VARIABLE

In this section, we are going to consider functions f: F — R where E is a subset of R and
study their properties. We first start by recalling general basic properties of functions.

1.1 Limits of functions and continuity

In this section we will define and discuss the notion of limit of a function at a given point.
The notion of limit aims to give a mathematically precise measure of what the local behavior

of a function is around a given point.
Example 1.1. The starting point of our investigation is the function f(x) := Smmﬂ near x = 0.
At first sight, f(0) would seem not to be defined, as = appears in the denominator of %

On the other hand, looking at the graph of the function in Figure 1, it would appear that the

Images/sinx_sux_gr.png

Figure 1: f(x) = sin(@)

T

closer x is to 0, the closer Sin‘,ﬁx) is to 1.

We can be even more precise if, for example, we consider the sequence (yy,), yn := %, n €N,

then li_}rn 1y, = 0 and we can actually show that also the limit li_}m f(yn) exists. Indeed, you
n—,oo n—oo

proved in the exercise sheets that

sin (%) _1

lim 1
n

n—oo

sin(x)

So, even though is not defined at x = 0, if we set

sin(z)

f(l‘):Tv forz #0, f(0) =1,

then it would appear that f(x) becomes a nice “continuous” function around at x = 0, meaning
that we could draw the graph of f with just one continuous stroke of the pen.

The goal of this section is for us to turn the ideas contained in the previous example into
some precise mathematical concepts and definitions and derive further consequences starting
from those. In particular, we will define precisely why, in the previous example, f(0) = 1 makes
f(z) “continuous”.

First, we need to make of how to unsure that a function f is defined around a point zy € R,
so that it makes sense for us to talk about “the behavior of f around zg”.



Definition 1.2. A function f: E — R is defined on a punctured neighborhood of xg € R if for
some positive real number § € R* , I/ contains a set of the form (xg — 6,29+ 0) \ {zo}.

Remark 1.3. Equivalently, we can restate the above definition in the following way:
A function f: E — R is defined on a punctured neighborhood of xg € R if for some positive
real number ¢ € RY, an interval of the form (xo — d, 9 + ) is contained in E U {xo}.

sin(x)

Example 1.4. The function f(z) :=
f is defined on E := R\ {0} so that

is defined on any pointed neighborhood of 0. Indeed,

(=6, +0)\ {0} C E, VécR].
We are then ready to give the formal definition of limit.

Definition 1.5. Let f: E — R and [ € R. Assume that F contains a punctured neighborhood
of zyp € R. Then, lim f(x) =1 if one of the following two equivalent conditions holds:
T—T0

(1) For every 0 < € € R there exists J. € R’ such that

Ve e E,0<|z—xo| <= |f(x) =] <e.

(2) For every sequence (x,) C E \ {x¢} for which lim x,, = x¢, we have lim f(z,)=1.

Remark 1.6. Roughly speaking the two definitions mean the following:

(1) whenever f is defined at = and z is close to xg, then f(x) is close to I. More precisely:
for every € > 0 there is a § > 0 such that if x is closer to z¢ than § (and f is defined at
x), then f(z) is closer to [ than €.

whenever a sequence (Y, ) 1s contained 1n To and 1t converges to xg, then the sequence
2 h i ined in di h h
(f(yn)), given by the values of the function f along the x,, converges to [.

Remark 1.7. We explain why the two conditions in Definition 1.5 are equivalent.

(1) = (2): Let us fix a sequence (y,) which is contained in E \ {z¢} and for which
lim z,, = 9. We have to show that li_)rn f(zy) = 1. Let us fix € > 0. Then, this yields a
n oo

n—o0

d > 0 as in definition (7). For this J, there is an ns such that |zg — z,| < d for n > ng,
and hence for all such n, |l — f(z,)| < e.

NOT (1) = NOT (2): The negation of (i) is that there is an £ > 0 such that for each
d > 0 we can find y5 € (xg — 6,20 + 6[\{xo} such that |f(ys) — | > . Defining y,, := y1,

then the sequence (y,) converges to g, but all values f(y,) have distance at least e from
[, so the sequence (f(zy)) cannot converge to .

We will work more often with the use definition (2) more as it is simpler. Luckily, it is almost
always enough for proving that a limit does not exist. We usually use definition (1) only when
(2) does not work.

Example 1.8. We show that lir% 2% = 4 using point (1) of Definition 1.5. In order to do this,

r—r
we proceed as follows: let us fix € > 0; at this point, we need to find § > 0 such that
if 0 < |z — 2| <6 then, |22 — 4] < e.
Let us note that

22— 4= (z-2)(z+2).



Furthermore, if 0 < |z — 2| < 1, then 3 < z + 2 < 3; thus, if 0 < |z — 2| < 1, then
|? — 4] = |z — 2||]z + 2| < 5|z — 2|. (1.8.a)
Therefore, taking § = min {1, £}, we conclude that, if 0 < [z — 2| < § then

e

|z —2| <1 and ]m—2|<5

Hence, it follows that

22 —4] < Slz—2 < 5§=5.

Using (1.8.a), since |z —2| < 1

Example 1.9. We can repeat the same computation as in the previous example, also using (2)
of Definition 1.5. In general, proving the existence (and finiteness of the limit using sequence)
can be rather tricky: you can try for example to use that definition to compute the limit of

w at x = 0. Let (z,) be a sequence such that 113;0 zn = 2. Then, by the algebraic properties

n
2
of the limit, that is, by ??, we know that lim 22 = ( lim xn) —92—4
n—oo n—oo

Example 1.10. We can generalize the arguments from the previous examples to show that
for any xp € R, lim z" = z for any n € N.
T—rT0

Using the notion of limit, we can also define the notion of continuity of a function f at a
point in D(f).

Definition 1.11. Let f: E — R be a function, £ C R. The function f is continuous at a
point zp € E, if lim f(z) exists, it is finite and lim f(x) = f(xo).

T—T0 T—T0
Remark 1.12. Implicit in Definition 1.11 is the fact that the limit of f(x) at zp exists. In
particular, the subset £ C R on which f is assumed to be defined must contain not only zg
but also a punctured neighborhood of x.

Remark 1.13. The main difference between Definition 1.5 and Definition 1.11 is the fact that,
while in Definition 1.5 we do not require the function f to be defined at the point xy at which
we are trying to compute the limit and when taking the limit we only look at the value of f on
points of D(f) \ {zo}, in the case of Definition 1.11, instead, we very much want to allow the
value f(zg) to play a role. More precisely, we have the following characterization of continuity
at a point, via conditions analogous to those in Definition 1.5.

Proposition 1.14. Let f: E — R be a function and let xo € E. Assume that there exists a
open interval of the form (xg — d,z9 + [, & > 0 contained in E. Then, f is continuous at xo if
and only if one of the following two equivalent definitions hold:

(1) For every e € R% there is a 0. € R such that

Vx € E such that |z — xo| < 0 = |f(x) — f(zo)| < e.

(2) For every sequence (xy) C E for which lim x, = xo, then lim f(x,) = f(xo).

n—oo n—oo
In view of the above proposition, Example 1.10 yields the following immediate corollary.

Corollary 1.15. Fizn € N. Then f(x) = 2™ is continuous at every xo € R.

Using the next definition, we can rephrase the previous corollary by saying that, for a fixed
n € N, the function f: R — R is continuous.



Definition 1.16. Let f: F — R. Assume that Vzg € E, E contains an open ball centered at
xg. Then we say that f is continuous if it is continuous at every xg € E.

Example 1.17. (1) Let us define the function f: R — R,

_JO0 =z #0,
f(x)‘_{l z=0.

Then, f is not continuous at x = 0.
In fact, hH(l) f(z) = 0, as in the definition we assumed 0 < |z — xg| < §, so the function
T—>

value 1 for xy = 0 does not cause any problem.

(2) Let us define the function f: R — R,

_J0 zeQ,
f(x)'_{l xeR\Q.

Then, the set of points of R at which f is continuous is empty.
For example, let us consider the point 0 € R and let us define the sequences (y),), (y) C

R\ {0}, to be
y! :l y,,:71 n>1
n n? n 7‘[,2—‘[-]_’ sl
AsVne N, - €Q, -—— 7 € R\ @, then Vn € N*, f(y),) =0, while f(y) = 1.

Hence, limn_>Oo Y, = 0 = 11mn_>Oo yrr while lim,, o f(y},) = 0, lim;, o f(y)) = 1, hence
the limit lim, ¢ f(z) does not exist, and moreover, f is not continuous at 0.

One can repeat the same reasoning at any point zg € R, by taking y/, to be a sequence of
rational numbers converging to z¢ (for example, y/, = xo + %, if o is rational, or y), to be
the truncation of the decimal form of zg at the n-th decimal digit, if z¢ is irrational) and yn
to be a sequence of irrational numbers converging to xg (for example, y/! = xo+ \/27+1’ if
x is rational, or y/! = xo+ L if 7y is irrational). Then, Vn € N*, f(y.,) =0, while f(y!) =

1, and lim,, 0 y), = 2o = lim, 0 yp, while lim, o f(y),) = 0, lim,,,~ f(y))) = 1, hence
the limit lim,_,,, f(z) does not exist, and moreover, f is not continuous at xg.

This implies that lim,_,,, f(z) does not exist at any point zp € R, in particular, f is not
continuous at any point of R.

Example 1.18. We claim that lir% cos(z) = 1.
T—
Indeed, let (x,) be a sequence converging to 0. Then,
Tn 2 g2
0 <|cos(zy) — 1] = ’25111 <2>‘<24”:7”

using the inequality |sin(z)| < |z|. So, squeeze theorem tells us that lim |cos(z,) — 1| = 0.
n—oo

x—0

1
Example 1.19. The limit lim sin <> does not exist.
x

Indeed, consider the sequences x,, := L j and 2/, :=

m(2nt1) . Then, first 711510103571 =0 and

7r(2n+%)
lim z/, = 0. However,

n—0o0
1 1 1
lim sin <> = sin — | = sin <7r (Qn + >> =1,
n—oco T, 71) 2
™ 2



but

. . 1 . 1 . 3
lim sin </> =sin [ —5— ] =sin <7T <2n + )) = —1.
n—o0 T, ﬁ 2

2n+%

So, point (2) of Definition 1.5 is not satisfied, and hence the limit does not exist

1.1.1 Limits and algebra

Definition 1.5 allows us to translate all the statements about limits of sequences to limits of
functions. Indeed, let us say we are have functions f, g defined around a point zg € R — but
we are not necessarily assuming that f, g are defined at x¢p — and we want to prove that if [
and k are the limits of f(z) and g(x) (at zg), then [ + k is the limit of (f + g)(x). Let us
take a sequence (y,) converging to zp. We know that nlL%f(yn) = [ and nlLr&g(yn) = k. But
then, 7?7 implies that nh_)rglof(acn) + f'(xn) = 1 + k, that is, nh_)ngo(f + ) (xn) = 1 + k, which is
exactly generalizing the statement about limit of sequences and addition, to the case of limit
of functions.

Unsurprisingly, at this point, we can do the same with all other properties that we proved
for limits of sequences. We collect all the statements one can show along the same arguments:

Proposition 1.20. Let f and g be two functions such that a punctured neighborhood of xq is
in the domain of both f and g. Assume that the limits of f and g at xo exist and they are |
and k, respectively. Then,

(1) the limit of f + g exists at xg and li)rn (f+9)(z)=1+k
T—x0

(2) the limit of f - g exists at xo and 1i_>m (f-g9)(x)=1-k
T—x0

l
(3) if k # 0, then the limit ofg exists at xy and ILm <f> () = —
T—T0 g

(4) if f(x) < g(x) for any x in a punctured neighborhood of xq, then | < k.

(5) Squeeze Theorem: if there is a third function h(x) such that there is also a punctured
neighborhood of xqy in the domain of h, and:

(i) on some punctured neighborhood of x¢ we have f(x) < h(z) < g(z), and
(ii) 1 =k,
then lim h(z) =1.

T—T0
. . : i . . sin(z)
Example 1.21. The main example for using point (5) of Proposition 1.20 is that hH(l) =
T— T
1. Indeed, we have already seen, cf. 77, that
0 <sin(z) < z < tan(z), for z €0, g],
tan(z) < z <sin(z) <0, forz € [—%,O];
which implies that
sin(z) T
|cos(x)] < <1, forxze [—5, 5] (1.21.b)




Since Vo € [-7, 5], cos(x) > 0, whereas sin(x) and = are odd function, so that also Vx €

(-5, 5]\ {0}, bmgcﬂ > 0, the chain of inequalities in (1.21.b) holds also once we remove the
absolute values. So, by the Squeeze Theorem for limits we can conclude that
lim sin(x)

z—0 X

=1,

since lim cos(x) = 1, see Example 1.18.
z—0

1
Example 1.22. For any k € N*, lim 2" sin <) = 0. Indeed, as |sin (%) | =1, Vo € R*, then
z—0 X

1
—2F < 2¥sin (> < .’L‘k, Vo € R*.
x

and the conclusion follows from the Squeeze Theorem.
The above proposition has all the nice consequences about continuity.

Proposition 1.23. If f,g: E — R are continuous functions at xo € E. Then the following
function are also continuous at xg:

(1) af + Bg for any o, f € R,
(2) fg; and
(3) 5, if g|E is nowhere zero (meaning that for all x € E : g(x) # 0), then.

Example 1.24. We collect here some example of continuous functions, on their respective
domains, that is, each of these functions is continuous at any point where they are defined:

o p(x) = ap + ar1x + azx® + - - - + a,2", that is, p(x) is a polynomial in one variable x.

o f(z) := 1 is continuous on R \ 0.

T : : 3+vV5
223241 is continuous on R \ { 3 },

o In general, if p(x) and ¢(x) are two polynomials, then % is continuous on {z € R|g(x) #
0} (which is the whole real line minus finitely many points).

1.1.2 Limit and composition

Let us recall the following definition of composition of functions.

Definition 1.25. If f: E — R and g : G — R are functions such that R(f) C G then we may
define the composition g o f (order matters!!) of f with g by

(90 f)(@) = g(f ().

Example 1.26. Let us take f: R — R given by f(z) = 22 + 1, and g : R — R given by
g(y) = 4>+ y + 1. Then we have

(go f)(@) = (2" +1)° + (2” + 1) + 1 = 2° + 32" + 42” 4 3. (1.26.c)

Let us look at an example about whether composition of continuous functions is continuous
or not.



Example 1.27. Consider the functions defined in Example 1.26. We want to show that go f is
continuous at x = 0. As (go f)(0) = 3 by (1.26.c), we then need to show that lir%(gof)(x) = 3.
z—

and this can be immediately deduced from the last part of the equation in (1.26.c). So, indeed
g o f is continuous at x = 0.

In general the situation is just as nice as in Example 1.27.
Proposition 1.28. Let f: E — R and g : G — R be two functions. Assume that:
(1) F(B)C G,
(2) f is continuous at x,
(3) g is continuous at yo := f(xo).
Then g o f is continuous at xg.

Proof. We verify condition (2) of Proposition 1.14. Let (z,) C E be a sequence such that

lim z, = xp. (1.28.d)

n—oo

According to (1.28.d) and our assumption (2), then

lim f(z,) = yo. (1.28.e)

n—oo
Hence

(1.28.¢) and condition (3)

lim (g0 f)(zn) = lim g(f(zn)) = 9(yo) -

n—0o0

Definition 1.25

O]

Remark 1.29. Let us examine a bit further Example 1.27. In the proof of Proposition 1.28 we
showed that if
lim f(z) = yo and lim ¢(y) =1, (1.29.1)

T—T0 Y—Yo
then lim g o f(z) = [ holds under the assumption that f and g are continuous. We may
Tr—xQ

be tempted to think that an analogous statement to Proposition 1.28 should also for the
limit of a composition of functions, just assuming the condition in (1.29.f). However, as we
will see in Example 1.31, this is not true. The reason is that in Definition 1.5, contrary
to Proposition 1.14, there is nothing said about the behavior at x¢ and yg. So, we have to
assume that f(z) avoids yp in a punctured neighborhood of z.

The precise statement about composition of functions, in regards to limits, is as follows.

Proposition 1.30. Let f: E— R and g : G — R be functions and let xg € E be a point such
that

(1) f(E) CG,

(2) mliggo f(zo0) = vo,

(3) lim g(yo) =1
Y—Yo

(4) there is a punctured neighborhood (xg — 9, x0+06) \ {xo} C E such that for every x in this
neighborhood, f(x) # yo.



Then, lim (go f)(z) =1
T—T0
Proof. We use part (2) of Definition 1.5. Thus, let us fix a sequence (zy,) C E \ {zo} such that

lim z, = zo. (1.30.g)

n—oo
In particular, by throwing away finitely many elements of the sequence, we may assume that
(zn) C (xo — 0,20 +0) \ {zo} C E. (1.30.h)
By the assumption (2) in the statement of the proposition, and by (1.30.g), it follows that

lim f(zn) = vo. (1.30.1)

n—oo

Lastly, by our assumption (4) and (1.30.h) we have

(f(zn)) € G\ {yo}- (1.30.))

Hence, by our assumption (3) and by (1.30.j), we have

lim (go f)(zn) = lim g(f(zn)) = 1.

n—oo

O

The following example shows that condition (4) of Proposition 1.30 is necessary. That is,
if we drop condition (4), the statement of Proposition 1.30 would not hold.

Example 1.31. Consider:

|—

0, for x # 0, ), for x #0
x) = and T) = z
9(@) {1, for x =0, @) {O, for x = 0.

Then, lir% f(z) =0 and 1ir% g(x) = 0. However, 1ir%(g o f)(x) # 0, because the following two
T T— T—
sequences induce function value sequences with different limits:
1 1

Ty 1= — and =
" ™ Yn ™ + %’

as

lim (go f)(zp) = lim1=1  and  lim (go f)(ys) = lim 0 =0.

n—oo

Also, let us note that condition (4) of Proposition 1.30 below is not satisfied in this example,
as f(z) =0 for x = Tlm so there is no punctured neighborhood of 0 on which the function of f
avoids the value 0.

Example 1.32. A positive example for applying Proposition 1.30 is during the argument of
. 2 )
showing that lir% Sm(f ) = 1. Indeed, if we set g(z) := sz(‘r), and f(x) = 22, then condition
T—r X

(4) of Proposition 1.30 is also satisfied, as f(x) # 0 for x # 0.

10



1.1.3 Infinite limits

Definition 1.33. A neighborhood of 400 (resp. —oo) is an unbounded interval of the form
(CL, +OO) (resp. (—OO, CL))

We extend the definition of limit to comprise the case where we allow ourselves to work
with the extended real line R.

Definition 1.34. Let x9,/ € R, and let f: E — R be a function, E C R. Assume that E
contains a punctured neighborhood of xzy. We say that the limit of f(x) at z is [, if for any
sequence (y,) € E\ {zo}!, whenever lim y, = x¢, then lim f(y,) = L.

n—oo n—oo

Example 1.35. We show that lim%w—l2 = +o00. Indeed, if (z,) C R* is a sequence satisfying
T—

lim z, = 0, then lim %2 = +o00 by algebraic properties of limits of sequences.
n—0o0 n—oo“'n

On the other hand, the limit lin%) % does not exist. In fact, considering the sequence z,, := %,
T—
then lim xi = lim n = +o0, while for y,, = %1, then lim - = lim —n = —oc0.
n—oo¥tn n—o00 n—oo Yn n—o00

Proposition 1.36. Let zg € R, and let f,g: E — R be functions.
(1) ADDITION RULE. Assume that the following conditions are satisfied:

o lim f(z)= 400 (resp. —0), and

T—T0

o g(x) is bounded from below (resp. from above)
then li_>m (f+9)(z) =400 (resp. —o0).
T—x0
(2) PRODUCT RULE. Assume that the following conditions are satisfied:

o lim | f(a)] = +o0,

T—T0

o there exists & > 0 such that |g(z)| > 0 for all x € E, and
o f(x)g(z) >0 (resp. <0) for allx € E,

then lim f(x)g(x) = 400 (resp. —o0).

T—T0

(3) FIRST DIVISION RULE. If

o f(z) is bounded,
o g(z) is nowhere zero, and

o lim [g(x)| = +o0.

T—T0

Then lim £&) =

z—azo 9(2)
(4) SECOND DIVISION RULE. If

o lim g(z) =0,

T—rT0

o there is a 6 > 0 such that |f(x)| > § for all x € E, and
o f(x)/g(x) >0 (resp. <0) for allx € E,

then xh—{l;o% = +o00 (resp. —o0).

"'When zo = %00, then the condition that zo does not belong to E is automatically satisfied, since E C R.

11



(5) SQUEEZE. If f(z) < g(z), and
o if lim f(x) = +oo, then lim g(x) = 400
T—T0 Tr—x0

o if lim g(x) = —oo, then lim f(x) = —o0
T—T0 T—rxQ

Example 1.37. Here are a few examples.
. 1
o lim — + cos(z) = 400

z—0 .562

~—~
oo bounded

o lim cos(z) - (—2% 4 23) = —o0, since —z% 4 2 = 0 only for = = 0, 1.
—_—— ————

r—r-+00
bounded —+00
bounded
. arctan(x
o lim 7() =0.
T—+00 (—CC)
~——
——00

Remark 1.38. (1) The assumptions stated in part (1) of Proposition 1.36 are important, as
otherwise we can have all different kinds of limits. We give examples of this using the
functions f(z) = 23, g(x) = 2% and h(z) = 23 + 1. We have

. _ . 3 _ . _ _ . ! _ _
o lim h(z)= lim (z3+1) =400, lim —h(zr)= lim — (23+ 1) = —oco, and
T—r+00 T—r+00 T—>+00 T—r+00
. o . 2 . _ _ . ) _
On the other hand:
. _ _ . 3.2 _ . 2 _ _
o lim g(r) — f(x) = ~o0, and
o lim f(x)—h(z) = 1.

In particular, never use addition law for limits of the type (+00) + (—00).

(2) The above assumptions for point (2) of Proposition 1.36 are also important. We give
examples of this using the functions f(x) = z, g(x) = % and h(z) = (—1)[*l. We have
o lim_|f(x)| = +oc.

o |g(x)| is not bounded from below, and

o |h(x)| is bounded from below, but f(x)h(z) ¥ 0.
Then:

o xgrfoof(x)g(m) = mgr—ir-loo cos(x) does not exist, and

o lim f(z)h(z) = lim 2(—1)*! does not exist, on the other hand

T—+00 Tr—+00
o the product law applies to (f(x)h(z))(h(z)) and yields le}grrloo(f(a:)h(x))(h(x)) =
400

Never try to use product rule to limits of the type 0 - co.

12



(3) The assumptions of the first division rule are also important. One can can show that in

1
the % case anything can happen for example using %, :%2’ %3,(—1)[5]% with limit at O:

1

o lim-% = limz =0,

z—0 2 z—0

[L
. (-nl=ll . [1] .

o lim~—45—= = lim(—1)l=! does not exist and bounded,

z—0 = z—0

1

o lim<> = lim< does not exist and unbounded, and

z—0 z—0%

1
o lim <> = lim 3 = +o00.
=0 & x—07%

Similar examples show that the assumptions are important for the second division rule.

Never try to use division rules to limits of the form % and %.

1.1.4 One sided limits

The main question is how to make sense of limits such as at 0 of /x, as here the domain does
not contain a punctured neighborhood of 0. The solution for this is the introduction of the
notions of left and right limits.

Definition 1.39. A function f: E — R is defined to the left (resp. to the right) of zy € R, if
E contains an interval of the form (xg — 0, o[ (resp. (zo,zo + 9|).

Definition 1.40. Let f: EE — R be a function and zy € R. Assume that f is defined to the
left (resp. right) of xg. Let I € R.

(1) We say that the limit of f for = that goes to xg from the left is [ if for all sequences

(xn) C{z € E|z < xo}, whenever lim z,, = x¢ then lim f(x,) = [. When this condition
n—oo n—o0

is satisfied, we write lim f(z) =1.
T—=Ty

(2) We say that the limit of f for x that goes to xo from the right is [ if for all sequences
(xn) € {z € E|z > x0}, whenever h_)m Ty = xo then li_}In f(zyn) = 1. When this condition

n
is satisfied, we write lim f(x)=1.
$—>I‘O

Example 1.41. Consider the function f: Ry — R defined as f(x) := /z. We claim that

lim vz = 0.

z—0t

Indeed, fix a sequence (z,) € R such that lim x,, = 0. We have to show that then lim \/z,, =
n—oo n—o0

0 too. So, we need to show that for each € > 0, there is an ng such that for every integer n > ng,

VT, < e. However, we know that lim x, = 0. So, we know that there is an ng such that
n—oo

|z,,| < €2 for all n > ng. But then, for any such n we also have /7, < ¢.

Proposition 1.42. Let f: E — R be a function such that there is a punctured neighborhood
of ¢g contained in E, and both

li := lim f(z) and lo ;== lim f(x)

— +
1:—)330 $—)$0

exists. Then

T—T0
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Example 1.43. Consider the function f(x) = {x} =. Both left and right limits exist at all
points, and furthermore:

. [ {z} fzx¢Z . [ {z} fzx¢Z
mlfﬂg{x}_{ 1 ifzez and xlﬁg{x}_ 0 ifzreZ

Hence, according to Proposition 1.42,

lim {z} exists < x ¢ Z.

Tr—T0

Example 1.44. Example 1.41 together with Proposition 1.42 show that the function f(x) =
\/|z| is continuous in 0. It is not hard to show that f is actually continuous everywhere in R.

1.1.5 Monotone functions

For a monotone function f, the left (resp. the right) limits always exists at any point z( at
which the function is defined at the left (resp. the right) of .

Proposition 1.45. Let f: E — R be a monotone function. Then, at each point xg € E:

(1) if f is defined on the left of zo, lim f(x) ewists,

LE*)IO

(2) if f is defined on the right of x, lim+ f(x) exists, and

1‘—>$O

(3) if f is defined in a neighborhood of £oo, then Erf f(z) exists.

Proof. We treat only the increasing case, as the decreasing one follows from that by regarding
—f instead of f. Also, we treat only the first case as the others are similar. Set:

l:=sup{f(z)|z € E,x < xo}. (1.45.k)
Let
(rn) C{z € Elx <zp} such that 1i_>m Ty = . (1.45.1)

We have to show that le f(zn) = 1. Fix a e > 0. Then, by the definition of [, there is an

2’ € {z € E|r < x0}, such that
f@)>1—e. (1.45.m)

According to (1.45.1), there is an ng € N such that for all integers n > ny we have
' <z, < 2. (1.45.n)
However, then for all integers n > ng we have:

1> flm) 2 /(@) > |-,

——— ——
(1.45.k) and (1.45.n)  f is increasing and (1.45.n) (1.45.m)

This shows that lim f(x,) =1 indeed.

n—o0

Example 1.46. (1) Let

1 itz >0
f(z) :==sgn(z) =<0 ifx=0
-1 if x < 0.

14
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Figure 2: f(x) = sgn(z).

Then

lim sgn(z) = -1 and lim sgn(z) =1

Ty ey
Note that these limits exist and neither of them agree with f(0) = 0.

(2) Let f(x):= |z]. Then:
lim f(z) = {LIEJ z¢Z and lim+ f(z) = {m z¢Z

Tz r—1 z€Z T, x T € 7.

So, the left and right limits exist, despite having different values whenever x € Z.

1.1.6 More on continuity

First, we note that there are more algebraic rules of continuity (we already discussed addition,
multiplication and division in Proposition 1.23):

Proposition 1.47. If f,g: E — R are functions that are continuous at xog € E, then so are:
(1) 111,

(2) max{f,g}, where
max{f, g}(z) := max{f(x), g(z)}

(8) min{f, g} (defined similarly),
(4) f*:=max{f,0},
(5) f~ :=min{f,0}.

Example 1.48. We can use for example the continuity of the absolute value for squeezing.

For example, let
1 forze@
9(x) =
x forx e R\Q
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We claim that g(z) is continuous at xgp = 1. The main idea is that we can try to apply the
Squeeze Theorem for the limit of functions using the following chain of inequalities:

o 1] < gla) ~1< |z~ 1|

According to point (1) of Proposition 1.47, the function |z — 1| is continuous everywhere over
R; thus,

lim —|z — 1| = lim |z — 1| =0,
z—1 z—1

so that by Proposition 1.20(5), it follows that lirrﬁ f(z) —1 = 0. Hence, lirri fz) =1= f(1)
T— T—

and f is continuous at xg = 1.

1.1.7 Uniform continuity and Lipschitzianity

We introduce a stronger version of continuity.

Definition 1.49. A function f: E — R is said to be uniformly continuous if for every € > 0
there is a 6. > 0 such that for all z,y € E then

if |z —y| <de = [f(x) — f(y)| <e.

Remark 1.50. The notion of uniform continuity defined above is much stronger than that of
continuity, cf. Definition 1.11. More precisely, using the characterization of continuity for a
function f: £ — R given in Proposition 1.14, for any x¢ € E and any € > 0 there exists d > 0,
which depends on € and g, such that for any x € £

if |z — 20| <6 = |f(z) — f(z0)] < e.

In Definition 1.49, the for a fixed € > 0, the existence of § > 0 is no longer dependent on the
choice of a base point zg € E; instead, at this point such choice can be made independently
(or rather, uniformly) from the points of E: it just depends on the choice of .

In view of the observation of the previous remark, we immediately have the following
proposing showing that uniform continuity is a stornger property than continuity.

Proposition 1.51. If f: E — R is uniformly continuous then it is continuous.

Example 1.52. The function f(x) := x> : R — R is not uniformly continuous. On the other
hand, we have already seen that it is continuous as it is a polynomial.
Indeed, for any =,y € R,

|22 — P = o +yl - |z —y.
So, for any € > 0 and 6 > 0, we may chose z,y € R such that |z +y| > 25—5, and |z —y| = % —to

do that, it suffices to choose two real numbers x,y that are very large but very close to each
other. Thus, it follows that

2¢6
|z —y| <d and \x2—y2]>—67:5.

We will see in the next section that if we consider a continuous function f over a closed bounded

interval [a,b] — rather than on an unbounded domain as in this case, where z2 is considered
over R — then f is absolutely continuous.
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Example 1.53. We show that cos(z) : R — R is uniformly continuous and hence continuous.

Indeed,
sin <x—;—y) sin (T)' < 2 |sin (a:;y)‘ < 2|z —yl.

So, if we set § = 5, then we have
|z — y| < & = | cos(z) — cos(y)| < 2z —y| < 26 = 2% —e.

| cos(x) — cos(y)| = 2

This result, together with Proposition 1.28, implies that also functions such as cos(x?), cos?(z),
etc. are continuous.

We introduce now a property that makes it particularly easy to show that a function is
uniformly continuous.

Definition 1.54. A function f: E — R is said to be Lipschitz if there exists a positive real
number C' such that for every z,y € E, |f(z) — f(y)| < Clz — y|.

When the conditions of Definition 1.54 are satisfied we say that C' is a Lipschitz constant
for the Lipschitz function f.

Proposition 1.55. Let f: E — R be a function which is Lipschitz with Lipschitz constant C',
where E is an open interval. Then f is uniformly continuous on E; hence f is also continuous

on E.
Proof. For a fixed positive real number € in Definition 1.49, it suffices to take ¢ := 5. O
Example 1.56. Let f: [0,1] — R be the function f(z) = 22. Then for any =,y € [0, 1],

2% — y?| = |z — yllz + y| < Clz —y], (1.56.0)

where C := sup{|z + y| | =,y € [0, 1]. By definition, C' < 2 — it not hard to show that actually
C = 2 — hence we can rewrite (1.56.0) as

2.2
27 —y7| = o — ylle +yl < 20z —y.
Hence, f is Lipschitz and thus uniformly continuous. Let us notice that
We will see in Example 1.62 that there exist functions that are uniformly continuous but
not Lipschitz.

1.1.8 Left and right continuity

Lastly, we introduce left and right continuity, and we use this to define continuity on a closed
interval.

Definition 1.57. Let f: E — R be a function, and zo € E.

(1) f is left continuous at xg, if lim f(x) = f(xo).

CE—)IO

(2) f is right continuous at g, if lim f(x) = f(xo).

+
.’L'*)ZO

In Definition 1.16 we defined what it means to be continuous on an open interval. For
functions the domains of which are closed intervals the definition has to use left and right
limits as well at the two endpoints:

17



Definition 1.58. A function f: [a,b] — R is continuous if:

(1) f is continuous at any point contained in (a,b);
(2) f is left continuous at b; and,

(3) f is right continuous at a.

Example 1.59. The function f: [—1,1] — R defined as f(x) := v/1 — 22 is continuous. Indeed
this is true by the following (where we use that g(y) = /¥ is continuous on R , which will be
a consequence of our general theorem about the continuity of the inverse. Indeed, by applying
the statement of Theorem 1.74 to f(z) = 2% one obtains that f~! = g is continuous on R ):

(1) if =1 < ¢ < 1, then V1 — 22 at ¢ is continuous because v/1 — 22 is the composition of VY
and 1 — 22, and the latter is continuous at ¢ and the former is continuous at 1 — ¢? (as
1—c?>0).

(2) V1 — 22 is left continuous at 1, because for all (z,,) converging to 1 from the left we have
: 2 . 2 . _ .
nh_)n(f)lox/l x: =0, as nh_}n;ol x;, =0, and mg%l+ Vy = 0 according to Example 1.41.
(3) V1 — 22 is right continuous at —1 by almost verbatim the same argument as the previous

point, one only needs to take lim z,, = —1 instead of 1.
n—oo

1.1.9 Consequences of Bolzano-Weierstrass

In this subsection we shall show how continuous functions defined over bounded closed intervals
behave nicely. The proofs of all the results illustrated in this subsection heavily relies on
Bolzano-Weierstrass 7?. As we will be assuming, throughout this section, that the domain
D(f) of a function f is closed bounded interval, given a sequence (z,) C D(f), by 7?7 we will
always be able to assume that we can pass to a converging subsequence (x,,) C (x,) whose
limit belongs to D(f), since we are assuming D(f) is closed.

We start by showing that a continuous function defined over a closed bounded interval is
always uniformly continuous.

Theorem 1.60. Let a,b € R. If f: [a,b] — R is continuous, then f is uniformly continuous.

Proof. Assume that f is not uniformly continuous. Then there is a € > 0 such that for every

L there are z,, and y,, € [a,b] such that |2, — yn| < L and |f(zs) — f(yn)| > €. By Bolzano-

Weierstrass (??) we may assume that lim x, = z9 € [a,b]. However, then the condition
n—oo

| — yn| < % yields that we have also lim y, = xo. Using again |z, — yn| < % together with
n—oo

the continuity of f we obtain that |f(xo) — f(zo)| > €. This is a contradiction. O

Remark 1.61. For Theorem 1.60 to hold true, it is very important that the domain of f is a
closed bounded interval [a, b] for a,b € R. We have already seen that the function f: R — R,
f(x) = 2% is not uniformly continuous on any interval of the form (a, +oo[, a € RU {—o0}.

Example 1.62. The following example shows that there exists uniformly continuous functions
that are not Lipschitz.

Let us consider f: Ry — R, f(x) = /x. Let us fix a real number a > 0, and define g: [0,a] — R
by g = flj0,a» 9(z) = v/x. Theorem 1.60 shows that g is uniformly continuous, as we are taking
the domain of definition of g to be a closed bounded interval. To show that g is not Lipschitz,
it suffices to show that for any C' € R* 0 there exists s,t € [0, al, s # t such that |g(s) — g(t)| >

C|s — t|, or, equivalently, % > C. Let us fix C > 0. Then, there exists t €]0, 1] such

that % > (), since lim,_,g+ ﬁ = 4o00. Taking s = 0, then % = # = % > (', which is
what we wanted to prove. It is not hard to show, that actually even f(z) = y/z is uniformly

continuous but not Lipschitz. The proof is left as an exercise.

18



Theorem 1.63. If f: [a,b] — R is continuous for some a,b € R, then there are ¢,d € [a,b]
such that

M= sup f(z) = max f(z) = f(c),

z€[a,b] z€[a,b]
m:= inf f(zr)= min f(z)= f(d).
x€[a,b] z€|a,b]

Remark 1.64. The above theorem can be restated by saying that for a given function f: [a,b] —
R, if f is continuous then the range R(f) of f is a closed and bounded interval, R(f) = [c, d].

Proof. We only prove the existence of max,cqy f(), the case of min,cy f(x) follows simi-
larly.

First we prove that f is bounded from above, so that sup,cq ) f() must exist. Assume, by
contradiction, that f is not bounded from above. That means that for each integer n > 0
there is @, € [a,b] such that f(z,) > n. As (z,) C [a,b] is a bounded sequence, by Bolzano-
Weierstrass 77, there exists a convergent subsequence (zp,) C (x,). Set ¢ := klggo Zn,. Then

¢ € [a, b, and the following chain of equalities yields a contradiction:

R3f()=  Jmf(m,) = oo

f :[a,b] = R is continuous

This concludes the statement that f is bounded from above.
Having proved that f is bounded from above, sup f(x) makes sense. Thus, we must prove
z€(a,b]
that sup f(z) = max f(z). By definition of supremum, there exists a sequence (y,) C [a, b]
z€[a,b] z€la,b]
such that f(y,) > M — 1. In particular, li_>m flyn) = M. By Bolzano-Weierstrass 77, there
n oo

n
exists a convergent subsequence (yy, ) C (yn). Set ¢ := klim Yn,- Then ¢ € [a,b], and
— 00

fle) = Jim f (yny.) = lim f(yn) = M.
——

f : [a,b] = R is continuous 77

O]

Remark 1.65. The conclusion of the above theorem does not hold, if we do not assume that
the domain of f is a closed bounded interval [a,b], a,b € R. For example, take f: R — R,
flx) = 121“. Then f does not attain its minimum as R(f) =|0, 1]: in fact, f(z) >0, Vo € R
and f converges to 0 as x goes to oo.

Theorem 1.66 (Intermediate value theorem). Let a,b € R. If f: [a,b] — R is continuous,

then it takes each value between M := max f(x) and m := m[ir% f(x) at least once. More
x€E|a, T€|a,

precisely, for each ¢ € [m, M], there exists d € [a,b] such that f(d) = c.

Idea. We give only the idea and we refer to the precise proof to page 81-82 of the book.

We know by the above theorem that there are a/,b’ € [a,b] such that m = f(a’) and
M = f(V'). Hence, by replacing a with ¢’ and b with & (and some algebraic manipulation in
the case when O/ < d’), we may assume that f(a) =m, f(b) = M and m < ¢ < M. Then, the
idea is to consider

S:={z € [a,b]|f(z) < c}

Set d := sup S. By the definition of sup, there is a sequence (z,,) C S converging to d from the
left and let y,, be any sequence converging to d from the right. Applying continuity to the first
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sequence shows that f(d) < ¢, and by applying it to the second one shows that f(d) > ¢. So,

fd)=e.
O

Example 1.67. In other words, Theorem 1.66 says that R(f) = [m, M]. Hence, for example,
the image of an interval [a, b] via a continuous function f (whose domain contains [a, b]) cannot
be [¢,d] U [e,d], c < d < e < f — that is, it cannot be the union of two disjoint intervals.

Example 1.68. If f: R — R is a continuous function, such that f(0) =1, f(1) = 3, f(2) = —1,
then f attains the value 2 at least two times. Indeed, our assumptions say that the maximum
of f \[071} is at least 3 and the minimum of f \[071} is at most 1. Hence, Theorem 1.66 applied to
fljo,] yields that there is at least one ¢ € [0, 1] such that f(c) = 2. Similarly, Theorem 1.66
applied to f|[1) yields that there is at least one d € [1,2] such that f(d) = 2. Furthermore,
¢ # d, because ¢ = d can only happen if ¢ = d = 1. However, f(c) = 3 # 2. Hence, c and d are
two distinct real numbers at which f takes the value 2.

We will apply the above theoretical result to find solutions of equations of the form f(x) = x.
For example one can ask, if there is a solution of cos(z) = x for some = € [0, g] Corollary 1.69
lets us answer this question.

Corollary 1.69 (Banach fixed point theorem for closed intervals). Let a,b € R. If f: [a,b] —
[a,b] is a continuous function, then there exists x € [a,b] such that f(x) = x.

Given a set S and function f: S — S, an element s € S such that f(s) = s is called a fized
point.

Proof. Set g(z) := f(z) — x. Then g(a) = f(a) —a > 0 and g(b) = f(b) —b < 0. So, by
the intermediate value theorem, there is a real number ¢ € [a,b] such that 0 = g(c). This is
equivalent to f(c) = c. O
Example 1.70. The function cos(x)|[0 ok [0,5] — R can be regarded as cos(m)|[0 ok 0,5] —
) 2
[O, g], since R(cos(x) [0 E]) =[0,1] C [O, g] Then the above theorem says that there is a fixed
)2

point x for which cos(z) = x.

1.2 Monotonicity and invertibility of continuous functions

Let us recall the following definition.
Definition 1.71. Let f: E — R be a function, £ C R.
(1) f is strictly increasing if f(x) < f(y) for all z < y in E.
(2) fis strictly decreasing if f(y) > f(z) for all x < y in E.
(3) f: E — R is strictly monotone, if it is strictly increasing or strictly decreasing.

Corollary 1.72. Let a,b € R. If f: (a,b) — R is strictly monotone and continuous, then the
range R(f) is an open interval.

Proof. Set
S:=sup{ f(z) | z € (a,b) },
I:=inf{ f(x) | z € (a,b) }.

First, we show that S, I & R(f). We only prove statement about S since the statement about
I can be proven analogously. So, let us assume by contradiction that S = f(c) for some
¢ € (a,b). Choose ¢ < d € (a,b) — here we are using that the interval is open!. Then, as f is
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strictly increasing f(d) > f(c) = S, which is a contradiction with the definition of S.

We now show that R(f) = (I,5). Let us fix p € (I,S). By the definition of S and I, there exist
¢,d € (a,b) such that f(c) < p < f(d). Then the Intermediate Value Theorem 1.66 implies
that p € R(f), since p € [f(c), f(d)] C R(f). O

Theorem 1.73. Let f: E — F be a continuous function on an interval E. Then, f is strictly
monotone if and only if it is injective.

Proof. We do not prove this in class, read the proof from page 84-85 of the book.
O

Theorem 1.74. If f: E — F is continuous, strictly monotone and surjective function between
intervals E,F. Then f~! is also continuous.

Let us recall that in the hypotheses of Theorem 1.74, the inverse function f~! exists by
Theorem 1.73.

Proof. We only show the case when E is an open interval (a,b), for some a,b € R. In this
case, I is also an open interval according to Corollary 1.72. Fix 0 < e € R and yy € F. Set
zo := [~ (yo). According to Corollary 1.72, there exist ¢, d € R such that

R(fl(zo—e,2042)) = (c;d) (1.74.a)
In particular, there exists § > 0 such that for every y € F
if [y — yo| <d =y € (c,d). (1.74.b)

For example, it suffices to take § := min{‘c_yg"ld_yo‘}: that is a choice of ¢ for which the above
condition is satisfied.

We show that with the above choice of § the definition of the continuity of f~! at yq is
satisfied. That is, for every y € F,

ly—yo| <=y € (c,d) = |fy) —zo| <e.
~———

(1.74.b) (1.74.2)
O

Example 1.75. Neither of the functions sin(x), cos(z), tan(x) and cotan(z) are invertible if
considered as functions R — R, as they are not injective in view of their periodicity. However,
if we restrict their domains adequately they become strictly montone, and then, according
to Theorem 1.74, their inverses are continuous too:

(1) arcsin( ) is the inverse of sin(w)\[ig’%]. For example, arcsin (—%) = —7, and arcsin (—3) #
T despite having sin (76”) = —% too.

(2) arccos(a:) is the inverse of cos(z)l[o -

(3) arctan(x) is the inverse of tan(ac)|[

w] .
3]

vl
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2 DIFFERENTIATION

Let f: E — R be a real valued one variable function. We would like to approximate it with
a linear one. That is, we would like to write

f(x) = f(xo) + alx — zg) + r(x), (2.0.a)

where a is a real number, and the error function r(x) is small in a neighborhood of xy. The

question is: how small would we like r(z) to be so that we obtain a “good” approximation?

What kind of function do then realize formula (2.0.a) with our chosen conditions on r(x)?
Well, if we want our approximation to at least compute the right value of f at xg, since

lim x — xg = 0,
T—rx0

we need to impose that lim r(z) = 0. Even better, we would like r(x) to be smaller than
T—T0

a linear function, otherwise the linear approximation in (2.0.a) will not be very precise. But
what does it precisely mean that r(x) should be smaller than a linear function? The precise
mathematical wording is the following:

tim "L g, (2.0.b)

T—=To L — X

r(z)

7—ags We can rewrite the above condition as

Even better, taking ri(x) :=

()
Tr — X0

r(z) = (x — xo)r1(xz), and =0. (2.0.c)

The graph of the function g(z) := f(xg)+a(x—1xp) is a line in the cartesian plane. Considering

Images/etox_tang.png

Figure 3: A differentiable function and the tangent line to the graph.

the graph of f(z), then if we can show that that for f the error function r(z) is smaller than
linear, that is, if r(x) satisfies the condition of (2.0.b), then the line representing the graph of
g will be tangent to the graph of f at the point (zq, f(x0)).
At this point the central question is: for what functions f do a and r(x) exists satisfy-
ing (2.0.a), (2.0.b), respectively?
If both (2.0.a) and (2.0.b) hold, then
710(@ +a= 7]0(@ — f(mo), T # xg, (2.0.d)

r — X0 r — X0
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and, moreover, by taking the limit for + — x¢ on both sides of this equation, using (2.0.b), it
follows that

a= lim @) +a= lim @) = f(wo) . (2.0.e)
T—=T0 X — XQ T—xQ T — X
by (2.0.b) by (2.0.d)

So, the existence of the real number a together with the sub-linear? behavior of the error
term described in (2.0.b) imply that the limit on the right of (2.0.e) exists and it is finite. This
discussion motivates the following definition.

Definition 2.1. Let f: F — R be a function and let xg € F.

(1) The function f is differentiable at xo, if the limit

i 1) = f(ao)

T—XQ T — 20

(2.1.f)

exists and it is finite. We call the value of the limit in (2.1.f) the derivative of f at xg
and we denote it by f/(zg).

(2) We say that f: E — R is differentiable if it is differentiable at all points 2y € E.

(3) The function
f':{x € E| f is differentiable at x} — R, x— f(z)’

is called the derivative function of f. the domain of f’ is composed of all points of E
where the above limit exists.

Remark 2.2. (1) The derivative f'(zo) of f at xo can be also defined to be the unique real
number c¢ satisfying

f(@) = f(zo) + ¢ (x — x0) + 7(), (2.2.9)
where the function r(x) satisfies le —;EZ)O = 0. As above, we can write r(z) = (x —
T—x0

xo)r1(z) and liH(l)Tl () = 0. In the reminder of this section, we will also use the notation
z—

£1(x) to denote the function 7 (z).

(2) The definition of the derivative f’(z¢) in Definition 2.1 can be summarized from a geomet-
rical viewpoint by saying that the derivative is the limit (when it exists) for  — x¢ of the
slope of the unique line passing through (zg, f(z¢)) and the point (x, f(z)) corresponding
to x on the graph.

Example 2.3. Constant functions are differentiable everywhere. In fact, if f: R = R, f(z) =
C,Vx € R, C € R, then for zg € R

o f@) = fw) . C-C
T—T0 Tr — X0 T—=T0X — TQ

=0.

Example 2.4. We show that (z?)' = 2z.

2_ .2
For any z¢ € R, we need to compute the limit lim =—-2. Thus,
r—x9 L0

2 — 2

. . T — 2o)(T + Xo .
lim = lim ( ) ) = lim x 4+ zg = 2xy.
T—=T0 T — X T—rITQ Tr — X0 T—rTQ

2Sublinear stands for “less than linear”, that is, the condition defined in (2.0.b)
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Example 2.5. Similarly, if a € Z, then (%) = az®!.
Indeed,
a a a—1 a—2 a—3,.2 1,.a—2 a—1
lim & —a:ozhm(x—xo)(x + 2wy F i+ g T xg )
T—=T0 T — X T—rT0 r — X0
= lim 2! + 2% %2g + 2 B3 4 Fard 2 42!
T—T0
1 a—1 : a—2 : a—3,.2 : a—2 . a—1
= lim 2" + lim 2 “zo + lim 2 25 + -+ + lim zzg™ " + lim 2
Tr—x0 T—T0 Tr—TQ Tr—xT0 T—T0

by the addition rule for finite limits and the fact that Ve € N, lim x¢ = z§
T—x(
_ a—1
—CLI’O

Example 2.6. We show that sin(z)’ = cos(x).

sin(z) — sin(zo) _ i 2 cos (57 sin (2570

lim
T—x0 T — Xq T—x0 r — X0
. T+ zo . €in (m_fo)
= lim cos - lim ———=—* = cos(zy),
T—x0 2 T—x0 z 2360
limg_,o S22 =1

t

where we could break up the limit in the multiplication thanks to Proposition 1.20.

Example 2.7. Similarly, cos(z)’ = —sin(x).
| con(a) — cosfan) _ . ~2sin (S5 sn (55)
T—x0 T — X T—x0 Tr — X0
L . [T+ . osin(T5R)
= zlgImlo sm( 5 ) ‘ZILIEOW = —sin(zg),
—_————
limy_yo 2 —1

where we could break up the limit in the multiplication thanks to Proposition 1.20.

Differentiability is a stronger condition than continuity, as the following proposition readily
shows.
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Proposition 2.8. If f: E — R is differentiable at xq, then it is continuous at xg.

Proof. This is a consequence of the following computation:

mli_)naﬂ;of(x) = lim f(xo) + (x — x0) f () +1(x) = f(zo) + lim r(z)

T—rT0

by (2.2.g)

=f(zo) + lim r(z) lim (x — zo) = f(0).

T—>To L — i) T—T0

Proposition 1.20 and limg— 2y, 2—20=0

—_——
=0by Remark 2.2
O

Example 2.9. The viceversa of Proposition 2.8 is not true. That is, if f is continuous at zg,
it does not necessarily have to be differentiable.

For example, let us consider the function f(z) := |z|. The function f is continuous on R, in
particular, it is continuous at g = 0. On the other hand, f is not differentiable at 0, because
that would imply that ilg% % exists. However, since

Images/abs_val_gr.png

Figure 4: f(x) = |z|.

lm 2 m T - 11— tm © = lim 2
z—0" T z—0- & x—0tT T z—=0t T
Proposition 1.42 implies that f is not differentiable at 0.
. 1 =0 | } ) . o
Example 2.10. (1) The function f(x) = 0 z£0 is not differentiable at 0, since it is
x
not continuous at 0. On the other hand, outside 0, f is differentiable, since over R*, f is
constant.
: I z€Q : : : : L
(2) The function f(x) = is not differentiable at any point of R since it is
0 zeR\Q

not continuous at any point of R.

2.1 Computing derivatives

In this section we show how to compute derivatives. We first start by studying how deriva-
tives behave with respect to the usual algebraic operations on R, and then continue by studying
how to compute derivatives with respect to composition and taking the inverse.
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2.1.1 Addition

Proposition 2.11. If f,g: E — R are differentiable at xq, then so is af +Bg for any a, 5 € R,
and furthermore

(f + Bg)'(x0) = auf'(wo) + By (o).

Proof.
+ - +
(af + Bg) (x0) = lim (af + Bg)(x) — (af + Bg)(x0)
T—T0 Tr — X0
=a lim 7‘7((:6) AG) +4 lim 79@) — 9(z0) = af'(zo) + B9 (7o)
T—TQ T — X T—TQ T — X
=f'(z0) =g’ (z0)
where we could split the limit of the sum into the sum of the limits by the assumption on the
differentiability of f, g at xq, using Proposition 1.20. O

Example 2.12. (5x3 + 63:2)/ = (53:3), + (6:52), = 1522 + 122

2.1.2 Multiplication

Proposition 2.13. If f,g: E — R are differentiable at xo, then so is f - g, and furthermore
(f-9)(z0) = (f9' + f'9)

Proof.

f(@)g(z) — f(zo)g(@o)

(f - 9)'(zo) = lim

T—T0 T — X0
_ i L @)9(@) = f(2)g(x0) + f(2)g(x0) = f(w0)g(wo)

T—20 T — Zo
o @) — 9(w) + (7(a) — (o))

T—T(Q r — X0
| tim ) || tim 9(x) — g(x0) +g(zo) | 1im f(z) — f(xo)

Tr—T0 T—T0 T — X 0 T—T0 T — I
=/ (o) =g’ (zo0) =f'(z0)

=f(z0)g' (o) + g(xo) f' (20)

where the fact that lgn f(z) = f(xo) follows from Proposition 2.8 and we could split the limits
T—T0

of sum and multiplications using the differentiability of f, g at xg and Proposition 1.20. O
Example 2.14.

(2 cos(x))/ = (xQ),cos(x) + 22 (cos(z))" = 2z cos(z) + x2(—sin(z)) = (2 cos(z) — xsin(x))

2.1.3 Division

Proposition 2.15. If f,g: E — R are differentiable at xo, and g(xo) # 0, then g is also
differentiable at xqo, and furthermore

(2 - ()1

In particular,



Proof. We compute the now familiar limit

b 1@ =50 L f()g(eo) — fla)g(a)
Tr—x0 xr — g T—TQ g(x)g( )(ac — 0)
~ im f(x)g(zo) — f(x0)g9(x0) + f(w0)g(x0) — f(20)9()
ey g(x)g(wo)(x — x0) .

Grouping together, in the denominator of the last member of the previous equation, those
terms that depend on g(zp) and f(xg), respectively, we obtain,

f(@)g(xo) = f(wo)g(wo) + f(z0)g(x0) — f(w0)g(x)

lim
T=T0 9(z)g(xo)(x — )
B g(zo) 5 f(z) = f(z0)
= : im -~~~
g(xo) - hﬁm g(x) | z=z0  x — 20
T—T0
A/—/ :f/(xo)
=g(z0)
fao) | o) —gla)
— im
g(en) - T g(@) | #0% o g
T—T0 4
=g(zo)

(gf’g fg ) (20),

where the fact that lim g(z) = g(z) follows from Proposition 2.8 and we could split the limits
T—T0
of sum and multiplications using the differentiability of f, g at x¢ and Proposition 1.20. O

Example 2.16. If b > 0 is an integer and x # 0, then:
1Y () bt
P e T

That is, by setting a = —b we obtain (%)’ = ax®~!. In particular, this shows that

(xa)l — axafl
holds for all integer a, not just the non-negative ones.

Example 2.17. If x # kr + § for any k € Z, or, equivalently, if cos(x) # 0, then

ngey = ($200) ' _esla)nte)f —snio)(os))

cos(x) cos(x)?
_ cos(x) cos(x) — sin(z)(—sin(z)) _ 1
cos(z)? cos?(x)

2.1.4 Composition of functions and derivatives

Proposition 2.18. Let f: E - R, g: G — R be functions such that that f(E) C G. Assume
that f is differentiable at xo € E, and g is differentiable at f(xg) then go f: E — R is
differentiable at xo, and

(g0 f) (o) = g'(f()) - f'(wo)-
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Idea of the proof.

i S0 ) = 9U ) _ 9 (2)) = U (r0)) f () = F (o)
T—x0 xr — o T—x0 f(x) — f(x()) r — Xo
ZJL“;()WJS?% :ff(f;é)(’)) i O < 50 e

Example 2.19. Let f(z) = 22 and g(y) = cos(y). Then f'(z) = 2z and ¢/(y) = —sin(y). In
particular,

cos(z?)' = (go f) () = (¢ o f)(x) - f'(x) = —sin(z?)2z.

Example 2.20. Leta € Z, b € Z*, f(x) = 2% and g(y) = y% Then according to Example 2.16
and Example 2.22, f(z) = az® ! and g(y)' = %y%_l. Hence,

(+8) = (@) =oY@ = (0 o @) F1a) = 3 @)F L aat =

—a+a—1 __ —1

a
b =

S

a
o

¢
b

S

So, the formula (x7)" = ra" =1 holds also when r is any rational number (as it did for r € Z in
Example 2.16).

2.1.5 Inversion of functions and derivatives

Proposition 2.21. Let f: E = (a,b) — F be a bijective continuous function (so f is strictly
monotone, and f~1 exists and is continuous by Theorem 1.74), and let o € E be such that
f'(z0) # 0. Then f~1 is differentiable at yo := f(x0), and we have

1 1
7 (o) = =
U= 00 = By = P a0)
Proof. The idea behind the proof of the proposition is that if we set y = f(x) and yo = f(xo,
we have

SHy) — fHwo) 1 1
Y — Yo Y=y f(f‘ll(y)):f(f‘l(yo)) ’

F=Yy)—f~(vo) I (w)—FfT(yo)

Check page 109 for the precise proof. ]

I
<

o=
2]
o
s
—
8
~—

|

Example 2.22. If f(z) = 2® for some integer b > 1, then f~1(y) = ¢y
bzb~1 and

So, for c = % (where b € 77, ), the formula for (y¢) = cy“~'. That is the formula is the same
as in the case of ¢ being an integer.

Example 2.23. Let f(z) = sin(z) ] [-%.%] — [=1,1]. Then f is invertible and
272

53]
f1(y) = arcsin(y). Also, f'(z) = cos(ac)\[ig ik thus, for any y €] — 1,1],

uy
2

1 1 1
arcsin’(y) = =

cos(arcsin(y)) /1 — sin(arcsin(y)) N V1-— y2
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2.1.6 The exponential function

For our last example in this section, we will discuss in details the exponential and logarithmic
functions. Let us remind the reader that we defined

n
e’ := lim (1—}—{) .
n

n—o0

Definition 2.24. For = € R, we define

Remark 2.25. Applying Definition 2.24, to « = 0 yields € = 1. Furthermore, according to ??,

6126.

Proposition 2.26. For any x,y € R, 7Y = % . &Y.

Proof. This is an exercise in Week 10 exercise sheet. 0
Corollary 2.27. For any x € R, e™* = eiw
Proof.
R eer(fx) — 0= 1
— ~—
Proposition 2.26 Remark 2.25

Dividing by e yields the statement (e* cannot be 0, since then e*-e~* = 1 could not hold). [

Corollary 2.28. For every x € R, e* > 0.

Proof. For x > 0, then all the terms in the infinite sum in Definition 2.24 is at least zero, and
the first term is 1. This implies the statement for x > 0.

So, we may assume from now that z < 0. We have e* = e}w
now —x > 0 holds, the previous paragraph tells us that e™® > 0, and hence also

by Corollary 2.27. However, as
L>0. O

e*x'

Proposition 2.29. (e%) =€
Proof. We need to show that

. xr _ e$0
lim — =e¢
T—=T0 T — I

Z0

This is equivalent to showing that
e’ — "o et~ — 1
0= lim — —¢" = <1im—1>exo.
T—x0 T — X r—r0 X — X(
By setting y = x — xg, what we need to show is that

eV —1
lim
y—0 Yy

—1=0. (2.29.a)

However, for 0 < |y| < 1:

Y
1
Z k! k—1 -1 ’k—2

¥ —1 k=0 o~ Y oyl v
0< -1 == -1 = | < < L A
<[] e B I
k=2 k=2 k=2
o0
lyl*
=Y < lyle
k=0
Hence, by Squeeze Theorem Proposition 1.20(5), it follows that (2.29.a) holds indeed. O
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Proposition 2.30. We have lim e* = 400, and lim e* = 0.
T—>+00 T—>—00

Proof. According to Definition 2.24, for all x > 0, ¢* > 1 4+ x. As lirJ]rn 1+ z = +00, squeeze
T—+00
(point (5) of Proposition 1.36) shows that lirf e®” = +00. Then Corollary 2.27, Corollary 2.28
T—r—+00
and point (3) of Proposition 1.36 show that lim e* = 0.

T—r—00

O
Proposition 2.31. The function e® : R — R s strictly increasing.

Proof. Choose y > x € R. We have to show that eV > e®. This is shown by the following
computation:

eV —e"=(e"=-1)- & >0

~—
O

Corollary 2.32. The range R(f) of f :=e” :R = R is (0,+00) = R}.

Proof. Follows immediately from Proposition 2.30 and Proposition 2.31. O

Definition 2.33.

(1) We define the (natural) logarithm function log(z): R% — R to be the inverse of the
exponential function f(z) = e*.

(2) For any a € R, the a-based exponential functions a” is defined as

a® = ea:~10g(a) ]

The logarithm in base a of z is the inverse function of the a-based exponential function

a”,

_ log(z)
log(a)’

log, () :

(3) For any a € R, the a-th power functions is defined as

2% = ea-log(m) )

Remark 2.34. In the special cases where the functions of Definition 2.36 have been already
defined (so x* when a € Q, and a® when a = e), they agree with the previously defined
functions. This will be an exercise on the exercise sheet.

Example 2.35. (1) If f(z) = €%, then f~!(x) = log(z) and f'(x) = e* (Proposition 2.29).
Hence:

, 11

(log(z))" = Jdog@) 1
(2) Let h: RY — R, h(x) := 2*. Then, definining f(z) = zlog(z), g(y) := €Y,

h(z) = (f o g)(z).
Thus,



Definition 2.36. (1) The hyperbolic trigonometric functions are defined below, and they are
called hyperbolic sine/cosine/tangent /cotangent:

sinh(z) := %
cosh(z) := #
coth(z) := Z;TE((;:))

The domains of all the above functions is R, except for coth which is defined over R*, since
sinh(0) = 0.

Proposition 2.37. We have:
(1) sinh(z)" = cosh(x)
(2) cosh(z)" = sinh(x)
(3) tanh(z) = —*

cosh(@)?
(4) coth(x) = gkss
(5) (@) = aa""

(6) (a®)" =log(a) - a”

(7) 10g4(2) = 1oty

The proof is left as an exercise.

2.2 One sided derivatives

Definition 2.38. If f: F — R is a function and z¢p € F for which the then we say that the
left (resp. right) derivative of f exists at z¢ if the function

f(@) = £(z0)

T B\ ) R

admits a left (resp. right limit). The value of this limit is then the left (resp. right) derivative.

Example 2.39. For f(z) = |z| at © = 0 the left derivative is —1 and the right derivative is 1.
In fact,

lim

Yo, i NI T g
z—0t €T —

x z—0— z—0 T

fl@)—f(0) = flz) = f(0) _ —=
0

As in the case of left and right limits, we can use left and right derivatives to decide when
a function is differentiable at a given point.

Proposition 2.40. Let f: E — R be a function and xg € E a real number. Then f is
differentiable at a point xg if and only if both its left and right derivatives exist and they agree.
Furthermore, then the value of the derivative is the same as the common value of the left and
the right derivatives.

Proof. This is an immediate consequence of Proposition 1.42, Definition 2.1 and Definition 2.38.
O
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Example 2.41. (1) Let us consider the function f: R — R defined by

2
f@%z{ﬂ’xzo

™, <0’

The function f is differentiable at 0 with derivative f’(0) = 0. Indeed,

_ 2 _
lim f(0+ h) f(O) = lim h 0 = lim h=0.
h—0+ h h—0t h h—0+
Similarly,
_ 3 _
lim FO+h) - 1(0) _ lim =0 _ lim k% =0.
h—0~ h h—0— h h—0—

Since the left derivative and the right derivative exist and agree at g = 0, we can conclude
that

i 01 = £(0)
h—0 h

Thus, f is differentiable at 0 with f’(0) = 0.

=0.

(2) Let us consider the function f: R — R defined by

flz) = {x+1 forx >0

T forz <0

The function f is not continuous at z9 = 0, as lim f(x) = 0 whereas lim f(z) =1. Asa
z—0~ x—07t

differentiable function is continuous, then f is not differentiable at 0. On the other hand,
f is differentiable outside of 0, since on a sufficiently small neighborhood of any point
xg # 0, f is given by a linear function and we know that linear functions are differentiable.

2.3 Higher derivatives

Given a function f, we may try to iterate inductively the process of taking the derivative
of f, thus obtaining what we will call the second derivative of f, the third, derivative of f, etc.

Definition 2.42. Let f: E — R be a function.

(1) The second derivative f” of f is the function

f":{xz € E| f'is differentiable at 2} — R
x e () = (f) (2).

(2) Assume that the n-th derivative f(™ of f has been defined. Then the (n+1)-st derivative
F+) of £ is the function

FrY: fx e B | f™ is differentiable at 2} — R
z fUD (@) = (f) ().
The n-th derivative of f at z € E is denoted by f(™ (). For the first, second and third
derivative of f, we will adopt the notation f’, f”, f rather than f(), ) @)
Example 2.43. (1) The second derivative of f(z) = arctan(z) is f”(x): R = R,

1 ) = —2z
1+22’  (1+22)2

f@) = (f) (=) = (
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(2) Let us consider the function f: R* — R defined by f(z) = ez Then,
1 1
f'(@) = (f) (@) = (ex - (—=))

Ay iy ety 2
= () (—g) et (c5) = et (g + ).

22

Example 2.44. Here we show an example of a function f(z) such that f(x) is differentiable
two times, but not three times. That is, f'(z) and f”(z) exist for every x € R, but f”/(0) does
not exist.

Let us consider f(z) := |z3|. Then, f’(z) exists for all z € R, and:

32 x>0
") — =
fz) {—3372 x < 0.

This is immediate at x # 0 from the formula

f($):{:c33 forz >0

—x° forx <0

To conclude the above first claim we just have to compute the left and the right derivatives of
f(z) at x = 0, and show that both are 0. Indeed:

_ 3 _
limwzlimx O:Iime:,
z—0t x—0 z—0t x z—0t
and
_ _ 3
lim M = lim LO = lim —2%2=0.
r—0~ xr—0 x—0~ T r—0~

This concludes our first claim.
Similarly, one can prove that f”(z) exists for all x € R and

o~ _ J 6z forx>0
f(x)_{—Gx for x <0

With other words, f”(z) = 6|z|. However, as |z| is not differentiable at 2z = 0, we obtain that
1"(0) does not exist.

Definition 2.45. f: E — Ris called a function of class C™ if its first n derivatives f', f”, ..., f("
exists and are all continuous at all points x¢ € E.

Notation 2.46. To denote that a function f: E — R is a C™ function, we will use the notation
feC™(E,R). We will write f € C*°(E,R) if f € C"(E,R), Vn € N, and we will say that f is
a C* function.

Example 2.47. (1) According to Example 2.5, z, 22, etc. are C" for all n, that is they are
C* function. More precisely, for a € N, defining f(x) = 2 then

a-(a=1)----(a—n+1z*" forn<a

e can repeat the same computation for f: +o0) — r) i =x% =e€ a €

(2) W peat th putation for f: [0,+00) — R, f(z) := z® = el°&®),
R\N. Then f® =a-(a—1)-(a—2)----- (a—n+ 1)z ™ x> 0.

(3) |z| : R — R is not C!, cf. Example 2.39.

(4) |2%] : R — R is C? but not C3, cf. Example 2.44.
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2.4 Llocal and global extrema
Definition 2.48. Let f: ' — R be a function and let zg € E.

(1) The function f admits a point of local mazimum at xg if there is a real number § > 0
such that Jzg — d, 29 + 6[C E and for every z € E if |x — 2| < ¢ then f(z) < f(xq).

(2) The function f has a point of local minimum at x¢ if there is a real number J > 0 such
that |zg — 0, xz0 + 6[C E and for every x € E if |z — x| < 0 then f(x) > f(zo).

(3) We say that zp € F is a point of local extremum for f if it is either a point of local
minimum or of local maximum.

(4) The function f has a point of global maximum at zg if f(xg) > f(z), for all x € E.
(5) The function f has a point of global minimum at xg if f(z9) < f(z), for all x € E.

Remark 2.49. We shall also say that f admits a local maximum (resp. local minimum, local
extremum, global maximum, global minimum) at z¢ to indicate that property (1) (resp. (2),
(3), (4), (5)) defined above is satisfied.

Remark 2.50. Let f: E — R be a function and 2y € E. If x¢ is a point of global maximum (resp.
global minimum) for f and E contains a neighborhood of ¢ of the form |zg — d, 29+ [, 6 > 0,
then z is also a point of local maximum (resp. local minimum) for f.

Example 2.51. Let us consider the function f

The following proposition shows that any point of local extremum for a function f coincides
with a zero of the derivative f’.

Proposition 2.52. If f: E — R is differentiable at xg, and f admits a local extremum at xg,
then f'(xg) = 0.

Proof. We present the local maximum case, as one just need to reverse a few signs, to modify
the proof to obtain from it the case of local minimum.

Hence, let us assume that x¢ € E is a point of local by Definition 2.48, there is a real number
0 > 0 such that

lx — x| <6 = f(z) < f(xo). (2.52.a)

However, then

o F@) = flao)

< lm —2 (2.52.b)
z—)azar (.CE - 1'0)

x—)xar (1‘ - I'())
(S
x>x0, and (2.52.a)

and

i LB =0 S 0 (2.52.c)
Ty (x - 1’0) Ty (.Z' - 33())
—_———
<z, and (2.52.a)
As f(z) is differentiable, at zp the two above limits agree (Proposition 2.40). Hence the
following stream of inequalities have to be all equalities, which conclude our proof:

0< tim LW =S@) s gy, S = S0)

< O.
T—T, («77 IL’()) szt (LU xO)
0 0

(2.52.) (2.52.b)
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Figure 5: f(z) = 2% has a global minimum at x = 0.

Example 2.53. (1) For f(z) = 22, we have f'(r) = 2x. Hence, f'(x) = 0 if and only if
x = 0. So, x = 0 is the only option for stationary point of f, thus also for a point of local
extremum, and, indeed, f admits a local (and global) minimum at x = 0.

(2) For f(x) = 23, we have f'(x) = 3z2. So f'(x) = 0 if and only if = 0 (as in the previous
case). However, f(0) = 0 is not a local extremum. This underlines that Proposition 2.52
yields only a necessary, but not a sufficient condition for having a local extremum.

Images/x3_gr.png

Figure 6: f(z) = 23, f/(0) = 0, but 0 is not a point of local extremum for f.

Definition 2.54. Let f: £ — R be a function and let zp € E. Assume that f is differentiable
at xg. Then, we say that x¢ a stationary point (for f) if f'(x¢) = 0.

We have just seen that when f’(z¢) = 0, we cannot necessarily conclude that z is a point
of local extremum for f. On the other hand, if the domain of f is a closed bounded interval
[a, b], then Theorem 1.63 implies that f admits both a global maximum and a global minimum
in [a,b]. Therefore, using Proposition 2.52, a point of global maximum for f can only be:

o either a stationary point, x € (a,b) such that f'(z) =0, or

35



ox=a,orxz=n"

Similarly, a point of global minimum for f can only be:
o either a stationary point, x € (a,b) such that f'(z) =0, or
ox=a,orz=>"

Hence, to find the value of the global maximum and the global minimum of f over the interval
[a, b], it suffices to compute:

maﬁ]f:sup{f(x) | x=aorx=0bor f(x) =0},

z€|

Iél[inb]f =inf{f(z) |z =aor z=bor f(z) =0}

This procedure guves an algorithmic approach to finding the values of global extrema.

Example 2.55. We compute the global minimum and the global maximum of
4 3
flz) = §x3+§x2—x+2
on the closed bounded interval [—2, %] By the discussion in the paragraph before the example
we have to compute:
f'(z) = 42% + 32 — 1,
and then find the solutions of the equation f’(x) = 0. These are:
_ —3%x+V25 —-3%£5
B 8 -8

Then, we have to compute the function values at these two points, and at the endpoints of our
interval. The point, where the function value is the maximal yields the maximum and where
the function value is minimal yields the minimum of f(z) on [—2, %}

=-1 dr=-.
x ,and x 1

value of = | f(x)

4 3 __ 36—64 _ 28 4
2| A8 43442423600 Ly —y B_ 1

—1|-3+3+1+2=2843=3+1
Mgt — 2= 9 FH 1991
I WP NPT
So, f(z) on [-2, 3] takes its minimum at z = —2 and its maximum at = —1.

2.5 Rolle’s and Mean Value theorem

We are ready to state and prove the two main results of this chapter: Rolle’s theorem
(Theorem 2.56) and the Mean value theorem (Theorem 2.58).

Theorem 2.56 (Rolle’s Theorem). Let f: [a,b] — R is a continuous function, for a,b € R.
Assume that f is differentiable on (a,b), and that f(a) = f(b). Then there exists ¢ € (a,b)
such that f'(c) = 0.

Proof. If f is constant on [a, b], then f'(z) =0, Yz € (a,b) and so we are done.

Hence, we can assume that f is not constant. Then, according to Theorem 1.63, f has both
a maximum and a minimum on [a, b]. However, as f is non-constant, one of these values have
to be not equal to f(a) = f(b). Formally, this means that there is a ¢ € [a,b], such that
f(c) # f(a) = f(b). In particular, we must have a < ¢ < b. Then, f is differentiable at ¢, and
as f has a (local) extremum at ¢, we have f’'(c¢) = 0 according to Proposition 2.52. O
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Remark 2.57. The differentiability assumption is needed for Theorem 2.56 to hold. For example,
considering f(x) := |z| on [—1,1], then f(—1) = f(1), but there is no point in [—1, 1] at the
derivative of f is 0.

Theorem 2.58 (Mean value theorem). Let f: [a,b] — R be a continuous function, a,b € R.
Assume that f is differentiable on (a,b). Then there exists ¢ € (a,b) such that f'(c)(b—a) =

f(b) = f(a).
Proof. Apply Theorem 2.56 to g(x) = f(x) — f(a) — %ﬁz(a}(aﬁ —a). O

Example 2.59. Let f be a C! function (see Definition 2.45) on [~1, 1] such that f(—1) = 2,
f(0) = 4 and f(1) = 3. We show using Theorem 2.58 that there is a ¢ €] — 1,1[ such that
7o) = 1

(1) Applying Theorem 2.58 to f|_; Wwe obtain that there is an a €] — 1,0[ such that

Fla) = 22 =2,

(2) Applying Theorem 2.58 to f|jg,1) We obtain that there is a b €]0,1[ such that f'(b) =
3-4 _
o= L

(3) As fis C!, f'is continuous. Hence, Theorem 1.66 implies that thereis a ¢ € (a,b) C]—1,1]
such that f'(c) = 1.

Corollary 2.60. Let f,g: [a,b] — R be continuous functions, a,b € R. Assume that f,g are
differentiable over (a,b) and that f'(x) = ¢'(x) for each x € (a,b). Then there exists a real
number C' such that f(x) = g(x) + C.

Proof. By taking h(x) := f(x) — g(x), it suffice to apply Lemma 2.61. O

Lemma 2.61. Let h: [a,b] — R a continuous function which is differentiable on (a,b). Assume
that h'(x) =0, for all x € (a,b). Then, h is a constant function.

Recall that by saying that A is a constant function we simply mean that Vx € [a, b], h(z) = C
for some fixed real number C' € R (indipendent of z).

Proof. Assume that h is not constant. Then, there exists ¢,d € [a,b], ¢ < d such that h(c) #
h(d). Then, the Mean Value Theorem 2.58 implies that there exists e € (¢,d), such that

h'(e) = % # 0; nonetheless, this contradicts our assumption that A'(). O

2.5.1 Monotone functions and differentials

We can apply the Mean Value Theorem to characterize the derivative of monotone (differen-
tiable) functions.

Corollary 2.62. Let f: [a,b] — R be a continuous function, a,b € R. Assume that f is
differentiable on (a,b). Then,

(1) f is increasing (resp. decreasing) if and only if f'(x) >0 (resp. <0);

(2) if f'(x) > 0 (resp. < 0) for all x € (a,b), then f is strictly increasing (resp. strictly
decreasing).

Proof. We only prove the increasing case of (1), as the others are similar.
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Figure 7: f(z) = 23
o First we assume that f is increasing. Then,

v > 00 = f(2) > flao) = LD =TT 5

Tr — X0
xgxg:f(x)gf(xo):Mzo.
r — X
Thus,

T—T0 r — X

o Second, let us assume by contradiction that f'(z) > 0 Va € (a,b) and that f is not increas-
ing. Hence, there are a < ¢ < d < b, such that f(c) > f(d). However, then Theorem 2.58
tells us that then there esists e € R, ¢ < e < d such that f'(e) = % < 0.

O]

Example 2.63. Let f: E — R be a strictly increasing (resp. strictly decreasing) function.
Then, it does not necessarily follow that f’(z) > 0 (resp. f'(x) < 0). For example, f(z) = 23
is strictly increasing, but f/(0) = 3- 02 = 0.

Example 2.64. Let us consider the function f,: R — R, f(z) := sin(x) 4+ ax, where a € Ris a
fixed real number. Let us compute for what value of a f, is monotone. As f,(z) is differentiable
on R, then f, is monotone if and only if either f'(z) > 0, Vz € R or f'(z) <0, Vz € R. Thus,
let us compute f'(x):

f'(x) = cos(x) + a.
Thus,
o f is increasing if and only if a > 1;

o f is decreasing if and only if ¢ < —1.
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Example 2.65. Using Corollary 2.62 and Proposition 2.37 we obtain that the all the functions
of Definition 2.36 are either monotone, or become monotone when restricted to R* or to R*.

f(zx) D(f) 1 monotonicity
sinh(x) R cosh(z) increasing over R
cosh(z) R sinh(x) decreasing over R* and increasing over R*.
tanh(z) R m increasing over R
coth(z) R* Sini(lx)Q decreasing over R* and over R’
x% a>0 Ry |az® ! 2#0 increasing over R%
x% a<0 Ry [az® ', 2#0 decreasing over R
a®,a>1 R log(a) - a® increasing over R
a®,0<a<1 R log(a) - a® decreasing over R
log,(z), a>1 R% m increasing over R’
log,(z), 0 <a<1| Ri m decreasing over R

2.5.2 L’Hépital’s rule

L’Hopital rule gives a method to compute limits of fractions of function which are in the
indeterminate forms

0 o0
0" oo’
that is, either both values of the limit of the denominator and of the limit of the numerator

approach 0, or they both approach —oco or +0o — in the latter case, the sign of co does not
really matter.

T

e
Example 2.66. How can we compute lim —7 In this case,
T—+00 I

lim e*=+oco= lim z.
T—+00 T—-+00

In this example, we cannot answer using the algebraic rules of Proposition 1.20.

Luckily, the following theorem provides us with new tools to carry out this kind of compu-
tations.

Theorem 2.67 (L’Hopital rule). Let f,g: (a,b) — R be differentiable functions, and let a,b €
R. Assume that the following conditions hold:

(1) (exactly) one the following conditions hold for xy:
(1) xo € (a,b);

(ZZ) g =a € R;
(iii) o = b € R;
(iv) xg =a = —0o0;

(v) xg =b=+4o0;
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(2) g(x) #0 and ¢'(x) # 0 for all x € (a,b) \ {zo};
(3) Ilgrxlof(m) = Ili_}rgclog(x) =a fora=0 or a=*+o0.

Then, in the respective cases we have the following implications for any u € R:

Cases (1]3), (1liv) and (1) | if lim ;E; =s = ;1;83 B
Case (1]ii) if xlfﬁg ﬁg; B xlil?g 53 B

Proof. We prove only the o = 0 and zy € (a,b) case, and we refer to page 121-122 of the book
for the rest. As f and g are differentiable at xg they are also continuous there, and hence

f(zo) = lim f(z) =a=0 and g(xp) = lim g(z) =a =0. (2.67.a)
T—T0 T—T0
So, by the mean value theorem for derivatives, there is a real number ¢(z) between z and z
such that
F(ea)) = LEL = @o). (2.67.b)
Tr — X
In particular, ¢(z): E'\ o — I \ 2o is a function such that li_>m c(x) = xg. Then:
T—x0
/ / f('r)_f(IO) o
uw= lim f(z) = lim fe()) = lim ——2% — = lim fz) = f(@o) = lim f(@)
woag(x)  aorog(c(z)  wowo gB)0le) asay g(z) — g(wo) 2w g(x)
T—x0 N———’
definition of 4 Proposition 1.30 \_(28?1))_/ (2.67.a)

O

Remark 2.68. We show that the property (3) in the statement of Theorem 2.67 is a necessary

one. Indeed, we show that if the limit li_>m g :g? does not exist, then we cannot conclude
T—x0

anything about the limit lim £&)

x%xom.
(1) Let us take f(z) = z +sin(z), g(xz) = x. Then f, g are differentiable over R,
lim () =+o0 = limg(x), g(z) #0# ¢'(z), Vo € R,
z—>

T——+00

Moreover,

T O . L Oy

ac—>+oog x r—-+00 x
On the other hand,
!/
1
P _ gy L eos(o)
z—+o0 g (m) T——400 1

which is not defined since the limit hT cos(z) does not exist. Hence, since the limit of
T—r+00

the quotient of the derivatives of f, g does not exist, a priori, we cannot conclude anything
about the limit of the quotient of f,g. Nonetheless, in this case we are lucky and we can
still carry out the computation.
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(2) Consider f(x) = y/x + sin(x), g(z) = z. Then f, g are differentiable over R,
lim f(x) = +o0 = limg(x), g(z) #0# ¢'(z), Vo € R,

T—r+00

Moreover,

lim M: I 1 +sin(x)

On the other hand,

/ L+ cos(z
lim f(a?) = lim M—()

z——+00 g’(m) z—+00 1

which is not defined since the limit lim cos(z) does not exist.
T—+00

(3) Consider f(x) = x +sin(x), g(x) = x. Then f, g are differentiable over R,
lim f(z) = 400 = limg(x), g(x) # 0 # ¢'(x), Vo € R".
z—

T—+00

Moreover,

lim M: lim L +sin(x)

— = 0.
T—+00 g [,U) T—+00 \/;E x

On the other hand,

flx) i ﬁ—l—cos(m)

z——+00 g’(:L’) z—+00 1

which is not defined since the limit lim cos(z) does not exist.
r—+00

Hence, if the limit of the quotient of the derivatives of f, g does not exist, a priori, we cannot

conclude anything about the limit of the quotient of f,g. Nonetheless, in some cases, such as
() here, we are lucky and we can still carry out the computation.

Example 2.69. Let us consider the limit lim 250
o0 sin(z)
1

V1—z2"
Moreover, both sin(z) and cos(z) are non-zero over the pointed neighborhood | — 7, §[\{0} of
0. Hence, we can apply Theorem 2.67 to get

. Then, lim arcsin(z) = 0 = lim sin(z)
z—0 z—0

and sin(z)’ = cos(x), arcsin(z) =

1
arcsin(z) iy VI _

=0 sin(z)  a—0cos(z)
Example 2.70. Let us consider the limit liIJ'I_l €. Then, f(z) = e®, g(z) = 2", n € N. Let
T—r+00
us start with the case n = 1. Then,
e’ e’
lim — = lim — = +o0.
T—+00 I x—+oo |
For n =2,
e’ e’ e’
lim — = lim — = lim — = 4o0.

2400 T2 z—+00 21 z—+o00 2

Hence, inductively, one can prove that

lm —= lim ——= lim ——— =...= lim — = +o0.
z—4oox™  z—toonyn T2 T—+00 n(n — l)x"*2 z—+oon!

Hence, the exponential function e” goes to +00 — as = goes to +o0o — faster than any monomial
xz"; a similar argument shows that it goes faster than any polynomial.
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Figure 8: f(x) = arcsin(x)

Example 2.71. Similarly to the previous example,

1
. . log(xz . = . x"
lim 2" log(z) = lim gl( ) = lim - = lim —— =0,
z—0t z—0t = =0t 31 z—=0t N
T ant
while,
1
. log(x ) = )
lim 8 ): lim L — = lim —0
z—+oo " r—+oonx™— r—+oonx™

So, log goes to —oo as x goes to 0 and to 400 as x goes to +oo slower than % and x, respectively.

2.5.3 Taylor expansion

Definition 2.72. Let f: E — R be a function and let zg € E Assume that there is a neighbor-

hood of a € E which is contained in the domain (so in ). We say that f admits an expansion

to the n-th order xg if there is an equality of the form
f(x)=ag+ai(zx—a)+ax(z—a)+-+an(z —a)" + (x — a)"€(z), (2.72.c)

where a; are real number, and €,(x): E — R satisfies lim €,(x) = 0.
T—TQ

Proposition 2.73. In the hypotheses of Definition 2.72, if a function f admits an n-th order
expansion around a point xo € D(f), then the coefficients a; in (2.72.c) are uniquely deter-
mined.

Proof. Let
f(z) = ag + a1(z — z0) + as(z — 20)> + - - - 4 an(z — )" + (. — x0)"en(z),
f(z) = af + d\(z — z0) + ay(z — x0)2 +otal (x—20)" + (7 — m0)"e, (),

be two different expansions to order n of f around . We show by induction on ¢ that a; = a.
For ¢ = 0 this is given by passing to the limit as x — x( of the two expansion:

ao :len; ag + a1(z — xo) + az(x — x0)2 + - Fan(r —x0)" + (x — 20)"€en(x)
0
=235, %)

= lim (o~ 20) + ah(er — a0)? + -+~ )"+ (o~ 20)"€, (0) = a
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Let us prove the induction step. Thus, let us assume that we know that a; = ag» for j =
0,...,2—1. Then,

f(z) =ap + a1(x — x0) + az(x — x0)2 + - Fap(z —20)" + (x — x0)"€n ()
=ag + a} (z — z0) + a(x — m0)* + - -+ + ap(z — 20)" + (z — z0)" €, (z)

=ap+ai(x —xo)+ - +a;—1(x — l’o)i_l + ai(x — xo)i +tal(x—x0)" + (v — x0)"€, (1)

Hence, taking the expansions on the 1st and the 3rd line of the previous chain of equalities,
and subtracting from both expansions ag 4+ ai(z — a) + -+ 4+ a;_1(z — a)*~! and then dividing
both by (z — a)?, we obtain

ai + air1(x — x0) + -+ an(z —20)" "+ (x — 20)" len(x)

=aj+aj (x—x0)+ - +a,(z— z0)" 7+ (z — x)" e (2).

Taking limit of this equality as  — ¢ yields that a; = a}, which concludes the induction step.
Hence, a; = a} for each i. In particular, it also follows that e(x) = ¢/(x) for each = € E. O

When is it that we can find an expansion to order n for a function f around a point
xo € D(f)? The following theorem provides a first answer.

Theorem 2.74. Let n > 0 be an integer. Let f: E — R be a function defined on an open
interval E, and let xo € E. Assume that f is n+1 times differentiable over E. Then, for each
x € E there exists &' €]xg, x|, if © > xo (resp. ' €lx, x|, if v < x0) and such that

n+1

= ) i (n+1) .1 (@ —a)
f(x)—<iz;i!(ﬂf—a)>+f H(x)m

Remark 2.75. Theorem 2.74 not only tells us that, under the hypotheses posed in its statement,
it is possible to find an order n expansion for a function f around a point zy but also that,
when that is the case, we have a recipe to compute the coefficients which are given by the
formula

f(j)(x )
(Ij = 79' 0 .

Moreover, we can also compute the error term in the

Proof. To understand the proof, note that the statement for n = 0 is just the Mean Value
Theorem, cf. Theorem 2.58. Indeed, that results implies that there exists 2’/ €]xg, z[, if z > x¢

(resp. &’ €]z, z], if © < x0) such that f'(z') = f2)=f(zo) Multiply by x — xg, then

f(@) = f(zo) + f'(x0 + Oy (¥ = 0)) (x — w0),

where 0, ;,(x —z0) € [0,1] and 2’ = xo + 04 4, (x — z) — which is possible exactly because z’ is
contained between x and xg. Let us recall that the proof of Theorem 2.58 was an application
of Rolle’s theorem to the function g(y) := f(y) — f(xo) — M(y — zp). Furthermore, this

T—x0
techique was working since g(zo) = g(z), and ¢'(y) = f'(y) — %ﬁmo), so that ¢'(y) being 0
yielded exactly the above equation.

Let us now define

mf@ (g .
P,(x) := Z ! (‘ 0) (z — z0)",
=0

l
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and let us consider

Pa(z) — f(x)

9(y) = f(y) = Paly) + W(y — )"t

Then,

0=g(z) =g(a) =¢'(a) = - = g"(a),

which means that there exists y; between xy and x such that ¢’(y;) = 0 by Rolle’s theorem. But
then applying Rolle’s theorem again we obtain a y» between z¢ and y; such that ¢(2) (y2) = 0.
Iterating this process we obtain a point y,41 between xg and x such that g("H)(ynH) =0. In
particular, by setting 2’ := y,, 11, then

Po(z) — f(x)
— oty — / A e el !
0=y (") = f(a") + (@ — 2g)n 1 (n+ 1)
Reorganizing the latter equation yields exactly the statement of the theorem. O

Corollary 2.76. Let n > 0 be a real number. Let f: E — R be a function defined on an open
interval E. Assume that f € C"(E,R), and let xy € E. Then, the n-th order expansion of f
around xg exists and is given by the formula

nrG) (g .
f@) =3 T oo+ o - o)
j=0

The idea behind the proof of the corollary is that by the previous theorem the error term

is f(r+D (2/) — £+ (2), which converges to zero as  goes to a as ' is between a and x, and
f() is continuous. For the precise proof we refer to page 126 of the book.

Example 2.77. Applying Corollary 2.76 to f(z) = ﬁ and zg = 0 yields that the order n
expansion takes the form
1
T = ltetat et at pale(n),
—x
since
1l
D(p) = " @) = 4
f ($) - (1 - 1;)“‘1 = f (0) - Z! =

Example 2.78. Applying Corollary 2.76 to f(x) = e® and xg = 0 yields that the order n
expansion takes the form

e :Zﬂﬁ-x en(x),
i=0
since
. . (@) 1
@)= = f90=1 = / Z.‘(()) =5

Example 2.79. Similarly, the (2n + 1)-st order expansion of cos(x) around = = 0 is

cos(z) = Z(—l)” (2],])! + 22" ()

J=0

while the (2n + 2)-nd order expansion of sin(z) around z = 0 is
n p20+1 N
: _ _1 n_=- n .
sin(z) = ;:0( ) 2+ 1) + 2" eappo(x)
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Example 2.80. One can also figure out expansions of products, sums, compositions, etc.
For example the 3-rd order expansion of sin(cos(x)) is as follows:

cos(sin(z)) = cos (x _z x363(m))

6
z3 3 2
(x %t 63(.%')) RN 3 ‘ 2?2,
=1- 5 + <a: ~ % + 63(33)> n3(sin(z)) =1 — 5 + 2°73(x),
where x373(x) is the sum of all terms of the form z3h(z), where lir%h(a:) = 0. In particular,
T—

lirr(1]73(x) = 0 and hence the above is indeed the 3-rd order expansion.
T

In general, we can compute the expansion to order n of a composition (f o g)(x) around a
point f(xo) by substituting the expension to order n of g around z( into the expansion of f
around f(xp) to order n and then re-ordering all the terms thus obtained up to order n. Let
us highlight how one should be careful that the base-point of the expansion of the function f
should be the value g(xg) of the function g at the base-point xg. So, for example, sin(cos(z))
at 0 is not easy to compute this way, because one would need the expansion of sin around
cos(0) = 1, for which there is no nice formula.
1

Another example is by taking h(z) = =1y L0 = 0. Then we can rewrite h as the

composition h = fog of f(y) = ﬁ and g(x) = e® — 1. Then,
1 1

1—(e*~1) 1—<x+%2+%+x363(37)>

2 3 2 3 2
=1+ (x + % + % + x363(x)> + <x + % - % - 33363(1'))

3 2 3

2 3
T xT T X
+ <ZB+2+6+$363($)> 773(1’4-?4'64-1'363(.7}))

=l+4+z+ §+1 x“ + 6+2-1-§+1 x° + x°13(x)

3 13
=l+z+ §x2 + Ka:?’ + 2373(2).

Similarly, one can write the order 3 expansion of ﬁ - e* around 0 as

1
l1—=x

2 3
e =1+ + 2%+ 23 + 23e3(2)) (1 +z+ % - % + w3773(3?)>

5 8 ;
=1+2x+ 51'2 + §x2 + 2%73()

You can find more examples in the book, pages 127-131.

Example 2.81. One can use expansions also to avoid using Theorem 2.67. For example, to
compute

lim (e* =1 —z) + xsin(x)
20 cos(z) — 1

)
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then we can try to compute the 2-nd order expansions first:

2

(e —1—xz) + xsin(x) = <1 + x4+ % +:13262(3:) -1- :13> +;U(:L'+x2772(:n))

.732

_ R 2 () + @) = Sa 2w ),

2 2 R/
Y2(2):=n2 () +e2(z)
? z?
cos(z) — 1 =1~ 5 2Py (x) =1 = -5 T 2?7y ()
Then,
- 3.2 .2 3
lim (e —1—x)+wsin(x) _ hm§f62+—5663(33) — fim 514— e3(x) _ 4
a—0 cos(z) — 1 10— L 4 g2¢,(z)  a-0— + eq()

2.5.4 Application of Taylor expansion to local extrema and inflection points

We have proven that if f has a point of local extremum at z¢o € D(f), then f'(zg) = 0,
cf. Proposition 2.52. However, we have also shown that the converse implication does not hold,
cf. Example 2.53. Nevertheless, we would like to know whether, for example, by imposing
suitable conditions on the higher derivatives of a function f, we can still characterize when a
stationary point is a point of local extremum for a function.

Let f: E — R be a function, and let o € E be a stationary point for f. Moreover, let us
assume that for some even natural number n, the first n — 1 derivatives of f vanish at xg

fl(xo) = 0= f"(z0) = -~ = f"V(zo),

while the n-th derivative of f is non-zero and f((zg) > 0. Then, writing the n-th order
expansion of f around x,

() (g
£la) = Flao) + L0 gt @ ) )

(n)
Thus, for z sufficiently close to z¢ it holds that |, (z)| < § - fT(,xO) holds. In particular, for

such values of x, then

f(n) (o)

n!

Flao) < fao) + 5 - T @ — o) < (@)

This shows that zg is a point of local minimum for f. One can imitate this argument for the
case where f(")(z0) < 0 to yield that z( is a point of local maximum for f. Thus, we can
summarize the results obtained so far in the following theorem.

Theorem 2.82. Let n > 2 be an even integer. Let f: E — R be a function on an open
interval E and let xo € E. Assume that f is differentiable n times on E and that f(i)(azo) =0,
Vi=1,2,3,....,n—1.

(1) If M) >0, then f has a point of local minimum at x.
(2) If ) <0, then f has a point of local mazimum at x.

Example 2.83. Consider the function f(z) = sin(z)+ 3 over the interval [0, 2], cf. Figure 9.

Then, f'(z) = 0 if and only if cos(z) = —1, which is equivalent to z = 2% or 4. Whether or
not we have a maximum or minimum at these points is decided by the sign of f”(z) = — sin(z).

o Atz =2F, f(2)" <0, so f(x) has a local maximum, and
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Images/sinxplushalfx_gr.png

Figure 9: f(z) = sin(z) 4+ 3z over the interval [0, 27]

o At x = %’T, ()" > 0, so f(z) has a local minimum.

Question 2.84. What happens if we assume that n is an odd natural number in the statement
of Theorem 2.827

In that case, the expansion to order n for f around z( takes the same expression as before

f(n) (z0)

" (x —x0)" + (x — z0)"€en(x),

f(x) = flzo) +
but this time the first non-leading term will be of the form (z — z0)3, (z — 20)?, or (z — )7,
etc., depending on the precise value of n. But then for > xg, (z — 29)"™ > 0, while x < xq,
(x — 29)™ < 0. This type of behavior characterizes what is called an inflection. That is to say,
that for a stationary point zg to be an inflection point for f, we require that, on one side of g
the graph of the function is above the tangent line to the graph of f through (z¢, f(zo)), and
on the other side it is below it, cf. Figure 10

Images/hor_flex.png

Figure 10: f(z) = 23 has a stationary point at = 0 which is a flex, as the graph goes through
the tangent line y = 0.
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We can actually generalize this tentative definition, as follows, to comprise not just the case
of stationary points.

Definition 2.85. Let f: E — R be a function. Assume that f is differentiable at zg € FE.
We say that f has an inflection point at xg if there exists d > 0 such that either one of the
following two conditions is satisfied:

(1) {zr€eFla<z<a+d}= f(x)— f(a) — f'(a)(x —a) >0, and
{r€Ela—6<z<a}l= f(x)— fla)— f'(a)(xz —a) < 0; or,

(2) {reFla<zx<a+d}= f(zr)— fla) — f’(a)( —a) <0, and
{r€Ela—d<z<a}= f(z)— fla) = f'(a)(x—a) >0

The reasoning contained in the paragraph before Definition 2.85 immediately yields the
following result.

Theorem 2.86. Let n > 3 be an odd integer. Let f: E — R be a function defined over an
open interval E and let xg € E. Assume that f is differentiable n times on E and that

f(@o) =+ = f" D(mg) =0,
while ) (z0) # 0. Then, f has an inflection point at xq.

Example 2.87. Let us consider the function f(x) = 2sin(x) — 2. Then f'(z) = 2cos(z) — 1,
/" (x) = —=2sin(z) and f”(x) = —2cos(z). Hence, f'(0) = f”(0) = 0, and f"”’(0) # 0. Hence

f(x) has an inflection point at x = 0 according to Theorem 2.86.

Images/obl_flex.png

Figure 11: The function f(z) = 2sin(z) — = has a flex at the point x = 0, which is non-
stationary, as f’(0) = 1, through the tangent line y = x to the graph of f at the point (0,0).

2.5.5 Convex and concave functions

Definition 2.88. Let f: F — R be a function defined over an open interval . We say that
f is convex (resp. concave) if for every a,b € E and every A € [0, 1] we have:

Fha+ (1= A)b) < Af(a) + (1 — N F(b).
(vesp. f(Aa-+(1—M)b) > Af(a) + (1= N f(b) ).
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Remark 2.89. Let us maintain the same notation as in the above definition. We may assume
that a < b. Then, for A € [0,1], z := Aa + (1 — \)b is a point between a and b. Geometrically,
the above definition means the following:

(1) f is convex, if for any choice of a,b € E, then between a and b, the graph of f lies
completely below the line segment connecting (a, f(a)) and (b, f(b));

Images/convex.png

Figure 12: The graph of the function f(z) = (z+1)?

the points (—4, f(—4)) = —4,6 and (1, f(1)) = (1,

— 3 lies below the line segment connecting

)
1).

(2) if f is concave, then between a and b, the graph of f lies completely above the line
segment connecting (a, f(a)) and (b, f(b)).

Images/concave.png

Figure 13: The graph of the function f(z) = —(x—1)2+45 lies below the line segment connecting
the points (-2, f(—2)) = (—2,4) and (1, f(1)) = (1,1).

We can characterize convexity and concavity of a function which is differentiable by means
of the monotonicity of its first derivative.
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Theorem 2.90. Let f: E — R be a function defined on an open interval E. Assume that f
is differentiable. Then f is convex (resp. concave) if and only if f': E — R is an increasing
(resp. decreasing) function.

Proof. We prove only the statements about convexity, as f is convex if and only if —f is
concave.

(1) First, let us assume that f is convex. Let a < b be points of I. We want to prove that
f'(a) < f'(b). By the above characterization of convexity we have

f) = fQat+ (1 =Nb) _ f(b) = fla) . fQat+(1=Nb) = fla) _ [(b) = f(a)
b—(Na+(1-Nb) — b-a Ma+(1-Nb)—a — b-a

Now, as A goes to 0, the left side of the first inequality converges to f’(b), and as A goes
to 1 the left side of the second inequality converges to f’(a). This yields:

f(0) — f(a)

2@

f(b) =

(2) For, the other direction let us assume that f’ is increasing. Fix a < b € E. Set z :=

Aa + (1 — A)b for any A €]0,1[ (for A = 0 and 1 the convexity inequality is automatic).

Then, the mean value theorem tells us that there are a < 1 < x < zo < b such that
f@)—fla) _ #'(z1) and fO)—f(x)

- S22 = f'(x2). In particular, by our assumption that the

derivative is increasing it follows that / (92 :(J: (@ < f (bl)):f: @) But this shows that fis

convex by the above characterization of convexity in terms of slopes.
O

If f’ is differentiable — or, equivalently, f is twice differentiable — then f’ being increasing
(resp. decreasing) is equivalent to f” > 0 (resp. f” < 0). Thus, we can characterize convexity
and concavity of a function which is twice differentiable by means of the sign of its second
derivative.

Corollary 2.91. Let f: E — R be a two times differentiable function on an open interval.
Then f is convex (resp. concave) if and only if f"(x) >0 (resp. f"(x) <0) for all z € E.

Example 2.92. (1) Let us consider f(z) = e”. Then, f”(z) = €%, thus f: R — R is convex,

since the second derivative e* > 0, Vz € R.

(2) Let us consider f(x) = log(z). Then, f"(z) = (l), = =3, so the function log(x), which

X
is defined over ]Ri is concave over its entire domain.

Example 2.93. Here we explain why the graph of a differentiable convex function f must lie
above the tangent line to the graph through a point (a, f(a)). That is to say, we show that for
a differentiable convex function f,

f(@) = f(a) + f'(a)(z — a).

We take x > a, and leave the case x < a to the reader. Thus, assuming that x > a, we wish to
show that f(z) > f(a) + f'(a)(z — a), or equivalently that

f(z) = f(a)

r—a

> f'(a). (2.93.d)
Indeed, by the Mean value theorem (Theorem 2.58) there exists a 2’ € R, a < 2’ < x such that

f(z) = f(a)

r—a

= f’(;p/)_ (2936)

As f is convex, f’ is increasing by Theorem 2.90, hence, f'(z’) > f'(a). Adding this observation
the equality in (2.93.e), we have shown that (2.93.d) must hold.
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2.6 Asympftotes
Definition 2.94. (1) If for some ¢ € R, lim f(z) = oo or lim f(z) = %oo, then we say
T—Cc

r—ct
that the function f has a vertical asymptote at x = c.

(2) If for some ¢ € R, ll}l}_l f(z) = ¢ (resp. Egl f(z) = c), then we say that the function f

has a horizontal asymptote at +o0o (resp. —o0) at y = c.

(3) If for some a # 0,b € R, lim f(z) —ax = b (resp. lim f(z) — ax = b), then we say
T—+00 r——00
that f has an oblique (or slant) asymptote at 400 (resp. —oo) along the line y = ax + b.

Example 2.95. Here we give a few examples of the different notions introduce in the above
definition.

(1) Vertical asymptote: f(x) = ﬁ has a vertical asymptote at at x = 1, cf. Figure 14;

(2) Horizontal asymptote: the function f(z) = 2 —e™* has a horizontal asymptote at +oo of
value y = 2, cf. Figure 15;

(3) Slant asymptote: the function f(x) =2+ 3x+ 1,—12 has a slant asymptote both at +o0o0 and
—oo along the line y = 3x + 2, cf. Figure 16.

Images/1suxmenol.png

Figure 14: The function f(z) = -1, and the line z = 1.
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Images/2-emenox.png

Figure 15: The function f(z) =2 — e~ %, and the line y = 2.

3 INTEGRATION

3.1 Definition
b
The idea behind integration is that the integral / f(x)dx of a bounded function f on a

a
closed interval [a, b] should be the area under the graph of f. However, it is not that easy to
say what this area means and when it is computable at all. If it is computable, we say that

the function is integrable (Definition 3.11), and the value of this area is then called the integral
b

/ f(z)dx of f.

‘ Now, the idea of trying to define the area under the graph of f is simple. We start with the
only area that we can compute trustably, that is of rectangles, and then we try to approximate
the area under the graph of f from above and from below using rectangles. These approxima-
tions are called upper and lower Darboux sums (Definition 3.3). We say that the area under
the graph of f is computable, which as above means that the function is integrable, if these
two approximations meet in the limit. This is spelled out in precise mathematical terms below.

Definition 3.1. (1) A partition 0 = (z;) of a bounded interval [a, b] is an ordered collection
a=x0< 1z < <Tp_1 <y =>of points of [a, b].

(2) The norm or mesh of o is

max{x; — x;—1|1 <i<n}.

(3) A refinement o' = () of o is a partition such that each value of x; shows up amongst

x,. we indicate that ¢’ is a refinement of o by writing o > o.
(4) The regular partition of length n is x; :== a + ib_Ta, i=0,1,2,...,n.

Proposition 3.2. Given a bounded interval [a,b], any two partitions o,c’ have a common
refinement o’. Moreover, each partition can be refined to a new one with arbitrarily small
norm.
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Figure 16: The function f(z) =2+ 3z + I—IQ, and the line y = 3z + 2.

Definition 3.3. Let f: [a,b] — R be a bounded function and o = (z;) a partition of [a, b].
Then, the upper Darboux sum of f with respect to o is

n
Sy = Z Mi(z; — wi-1),
i=1
where M; := SupPyeiz, | o] f(x). The lower Darbouz sum of f with respect to o is
n
S, = Zmz(xz - Ti-1),
i=1
where m; = inf ez, 4] f(x).

Example 3.4. Let us consider a constant function f(z) = ¢, ¢ € R over a closed bounded
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interval [a,b]. Then for any partition o of [a, b],

n
Zc —xi_1) = cxy—cxg =c(b—a).
———

telescopic sum

Example 3.5. Let us consider the function f(x) = x over a closed bounded interval [a, b], and
let o, = (a U a)> be the regular partition of length n. Then,

n

5= 35 (1 £22) 2y DO

: n n 2 n?
=1

and

S —a\b—a n—1)n(b—a)2
Sanzz<a+(i—1)b >b :a(b—a)-|-( L)n (b 2)’

. n
=1

where in both cases we used the following identity

Note that thU = lim S, :a(b—a)—i—%:bz—a—;.

n—oo

Proposition 3.6. Let f : [a,b] — R be a function (not necessarily a continuous one). Assume
that f admits an upper bound M (resp. a lower bound m) for its range R(f). Then, for any
partition o of [a,b], m(b—a) < S,,S, < M(b—a). In particular, the sets

{S,|o is a partition of [a,b]} and {S,|o is a partition of |a,b]}
are bounded.

Proof. This follows immediately from the definitions, since for any interval [z;,z;11] C [a, ]
then
m< inf f< sup f< M.

[xivxi+l} [Z‘i,:vi+1]

Hence, for a partition o = {x;} of [a,b],

—_

n—

n—1
:mZm(xiH — ( inf f> Tig1 — ;) = Sy

T4,T
i=0 [ 1y 7.+1

n—1 _
SZ( sup f)(ﬂfzﬂ—xz §USZM($1'+1—$¢)=M(5—@)
[ i=0

1 :B’L7x’b+1]

Definition 3.7. Let f : [a,b] — R be a bounded function.

(1) The upper Darboux integral of f on [a,b] is defined as

S :=inf{S,|o is a partition of [a, b]}.

(2) The lower Darboux integral of f on [a,b] is defined as

S :=sup{S,|o is a partition of [a, b]}
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Example 3.8. Using the above computation for the constant function, cf. Example 3.4, we
see that if f is the constant function on [a,b], then S =S = (b —a)c.

Proposition 3.9. Let f : [a,b] — R be a bounded function.
(1) If o is a partition of [a,b] and o’ is a refinement of o, then:

S, <S8, and Sy > Sy

ol
(2) If o is a partition of [a,b], then:

s, <3,

Corollary 3.10. If f : [a,b] — R is a bounded function, then S < S.

Proof. Tt is enough to prove that S, < S, for any partitions ¢y and oy of [a,b]. However,
this follows straight from Proposition 3.9. Indeed, if o is a common refinement of o1 and o3,
then Proposition 3.9 yields that

Sy < S, < So < So,
v .v. S~
Proposition 3.9.(1)  Proposition 3.9.(2)  Proposition 3.9.(1)

O

Definition 3.11. Let f : [a,b] — R be a bounded function. We say that f is integrable, if
S = S, in which case this common value is called the integral of f between a and b, and it is

denoted by
b
/ f(x)dx.

Remark 3.12. Using Corollary 3.10, f is integrable over a closed bounded interval [a, b] if one

exhibits a sequence (o,) of partitions such that li_>rn Sy, = li_>m S,,- Indeed, this follows
n—oo n—0o0
immediately by the following chain of inequalities
lim S, <S<S5< limS,,, (3.12.a)
n—oo n—oo

passing to the limit for n — oo.

Example 3.13. Using Example 3.4, the constant functions are integrable on [a, b], and

/abcdx:(b—a)c

Example 3.14. Using Remark 3.12 and the computation of Example 3.5 for f(z) := x over a
closed bounded interval [a,b] then f is integrable, and

b 2 2
b

/a:dx:—a

o 2 2

Example 3.15. Consider the function [0,2] — R given by

_Jo ifzeQ
f(x)_{:s ifz¢Q

Then, for all partition o, S, = 6, and S, = 0. So, S = 6, S = 0, and hence f is not integrable.
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Proposition 3.16. If f : [a,b] — R is continuous then it is integrable.

Proof. As f is continuous over a closed bounded interval [a, b], Theorem 1.60 implies the uniform
continuity of f. Let us fix ¢ > 0. Let § > 0 be the constant in the definition of uniform
continuity associated to ;= — that is,

€
b—a’

[z -yl <d=[f(z) - fY)l <

Claim Let o be a partition of [a,b] with norm at most §. Then S, — S, <e.

Proof. In fact,

n

Se—8, =Y (max f— min f)(z;—xi1)

=1 [s,xi41] [25,@i41]

n c c
< E i~ Ti-1) = b— =
_i:lb—a(a7 zi-1) b—a \—v—’( %) ©

Y (wi—zi—1)=b—a

3.2 Basic properties

Proposition 3.17. Let f,g: [a,b] — R be integrable functions. Then,

(1) If f extends over [b,c| for some ¢ € R, ¢ > b and f is also integrable over [b,c|, then it is
integrable over |a,c], and

Lbf(x)dx+/bcf(x)dx:/acf(x)dx.

(2) Given o, € R, af + Bg is integrable on [a,b], and
b b b
[+ s9@de=a [ fa)d 5 [ goyis

(3) If f < g, then

/ab f(z)dz < /abg(x)dm

(4) The function |f| is integrable on [a,b], and

/ab f(x)dx

Proof. The proofs of all these statements follow the same pattern: one writes up the inequalities
for lower (resp. upper) Darboux sums for a fixed partition . Then these inequalities remain
valid when taking sup (resp. inf) of the lower (resp. upper) Darboux sums along all possible
partitions of an interval [a,b]. This gives inequalities in both direction, which then implies
equalities.

For example, let us show how this strategy works in the case of point (1) — we leave the other

/ @l >
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cases to the reader. Let o, and 7 be partitions for [a, b] and [b, ¢], respectively. Then the union
of o and 7 gives a partition p for [a, c] and by definition we have

(3.17.a)
(3.17.b)

p

[t T
|

\03 Co\
\Co O)\

o+
0 ot

As both these equalities are true for all choice of partitions o of [a,b] and 7 of [b, ¢], by taking
the inf (resp. the sup) of (3.17.a) (resp. of (3.17.b)) along all possible choices of partitions of
[a, b], [b, ], [a, c], then

7[a’1b]

g[a,c} <3 _i_g[bvc], and Sl* > gla] _|_§[bvc], (3.17.¢)

where S (resp. S [a’c]) denotes the upper (resp. lower) Darboux integral of partitions of
[a, c], and similarly for the other cases. As f is integrable both on [a,b] and on [b, ¢|, we have

f:f(:v)dx — gt St and Jy f(x)de = 5t — S Thus, (3.17.¢) yields

b c b c
/a F(x)dz + /b F(x)dz < Sl < 51 < /a Flx)dz + /b F(x)dz. (3.17.d)

As the two ends of (3.17.d) are the same, we have everywhere equalities. This concludes both
the integrability of f over [a,c| as well as the statement of (1). O

Example 3.18.

b v
oo [ [ - wy 25
a anmple 3.13 Example 3.14

point (2) of Proposition 3.17

3.3 Fundamental theorem of calculus

In this section, we learn how to compute integrals using the anti-derivative, cf. Theorem 3.24.
We start by giving the definition of an anti-derivative.

Definition 3.19. Let f : [a,b] — R be a continuous function. A function G : [a,b] — R is
called an anti-derivative of f if

(1) G is continuous on [a, b],
(2) G is differentiable on |a, b], and
(3) G'(z) = f(z) for all z €]a, b|.

Remark 3.20. Given a continuous function f: [a,b] — R admitting an anti-derivative G: [a, b] —
R, then for any C € R, also G¢: [a,b] = R, Go(x) := G(x) + C is an anti-derivative for f.
According to Corollary 2.60, the vice versa is also true: namely, if G, H are anti-derivatives of
f, then there exists C' € R such that G(z) = H(z) + C, Vx € R.

Notation 3.21. The anti-derivatives of f are at times denoted by [ f(z)dz+c, where ¢ € R is
a constant that is free to vary in R. Also, sometimes the expressions [ f(z)dz + ¢ is also called
the indefinite integral, while what we defined as the integral of f over [a, b], fab f(z)dx is then
called the definite integral — where the definitiveness comes from the fact that we computed
the integral over the closed bounded integral [a,b]. We use the integral /anti-derivative naming
in this course.
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Example 3.22. We collect here a few important functions together with their anti-dervatives.

function ‘ e’ | cos(x) ‘ sin(x) 1 ‘ 2", neN ‘
. . . . n+1
anti-derivative e’ | sin(z) ‘ —cos(x) | log|z| | 45 ‘

Now that we have defined the notion of anti-derivative of a continuous function, there are
two questions that arise spontaneously:

o Does an anti-derivative for a continuous function f: [a,b] — R over a closed bounded
interval [a,b] always exist?

o If an anti-derivative exists for a continous function f: [a,b] — R, does it help us in any
way in computing the value of the integral fab f(z)dz?

These two questions have some simple but very powerful answers provided by the following
two theorems, that are usually called the first and second fundamental theorems of calculus.

Theorem 3.23. [ FUNDAMENTAL THEOREM OF CALCULUS I |
Let f : [a,b] — R be continuous. Then,

F(x):= /$ f(t)dt

s an anti-derivative of f.

Theorem 3.24. [ FUNDAMENTAL THEOREM OF CALCULUS I1]
Let f : [a,b] — R be continuous and let G be an anti-derivative of f. Then,

b
/ f(z)dz = G(b) — G(a).

Notation 3.25. In order for the statement of Theorem 3.23 to make full sense, we need to
introduce some further notation: so far we defined ff f(z)dz only for a < b. If a = b, then we

define u
/ f(z)dz := 0.

/ ) = | fa

With these notations our previously proven rules give that if f : [a,b] — R is continuous, and
¢,d € [a,b] are any points, then

/acf(x)dl‘+/cdf(x)d:c:/adf(x)d:c.

The next statement is not too interesting in itself but it is needed in the proof of Theo-
rem 3.24.

If a > b, then we also define

Theorem 3.26. \MEAN VALUE THEOREM FOR INTEGRALS\
If f : [a,b] = R is continuous, then there is a c € [a,b], such that

b
/ f(@)dz = F(e)(b — a).
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Proof. As [a,b] is closed and f is continuous, by Theorem 1.63, f admits global maximum and
minimum over [a,b]. Set M := max f(z) and m := In[in} f(x). By Theorem 1.66, f takes all

z€la,b z€la,b
values in [m, M|. However, by Proposition 3.6, then

ff

<M,

—a

so there is a ¢ € [a, b] such that f(c) equals the above fraction, which is exactly the statement
of the theorem. O

Let us now give the proofs of the two fundamental theorems of calculus.

Proof of Theorem 3.23. Fix xy €]a,b[. Then, for any zy # = €|a, b[:

Flr) = Fzo) _ 1 /xf(t)dtz fle(z))
T —=X0 Jg,

T — X0

~—
Theorem 3.26

for a real number c(z) between = and zp. Hence:

Flx)—-F
T—x0 Tr—x T—T0 T—T0 ——
0 — f is continuous

O]

Proof of Theorem 3.24. We have already shown in Theorem 3.23 that F(z f f(t)dt is an
anti-derivative of f. As both F' and G are anti-derivatives, they differ by a constant C' € R,
that is, (F — G)(z) = C, Vz € [a,b]. Then:

G(b) = G(a) =(G(b) +¢) = (G(a) +¢) = F(b) — F(a)

/f dx—/f dx—/f

Notation 3.27. The expression G(b) — G(a) appearing in the statement of Theorem 3.24 is
usually denoted by

O]

Example 3.28.

/ . (log|x])‘ =logl —logh =—1logh
-5

3.4 Substitution
Theorem 3.29. Let f : [a,b] — R be a continuous function, and let ¢ : o, 3] — [a,b] be a C!

function. Then,
#(B) B
[t = [ sompe (3.29.0)
#(a) a
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Proof. Define G(z) := [ f(u)du. By Theorem 3.23, G is an anti-derivative of f, so that The-
orem 3.24 tells us

So, it is enough to show that the value of the right side of (3.29.a) is the same. To show
that, let us just note that by the chain rule G(¢(t)) = G'(¢(t))¢'(t) = f(P(t))¢'(t). Then
applying Theorem 3.24 to the integral ff f(o(t))¢'(t)dt implies that

B8
/ F(6(0)d (1)t = G(6(8)) — G(d(a)),

which concludes the proof. O

Example 3.30. In this example, we go from the right side of (3.29.a) to the left side.

1 e
/ Veretdr = / Vudu = uT
0 1 5

u=e< (ez)/:em

Example 3.31. Let us consider the function f: [0,1] = R, f(z) := V1 — 2.
We want to compute the integral fol f(x)dx. This integral computes the area of a quarter

Images/sqrt_lminusx2_gr.png

Figure 17: f(x) := V1 — a2

of a circle of radius 1, as shown by Figure 17 so the result should be 7. Indeed, the above
computation shows that are train of thought is correct. Note that, opposite to the previous

example, in this argument at our first substitution we go from the left side of (3.29.a) to the
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right side.

x=sin(t)

1 % g
/0 V1 —22dx :/0 V1 — (sin(t))? cos(t)dt = /0 V/ cos(t)? cos(t)dt

sin(t)’=cos(t)

/ ’ | cos(t)| cos(t)dt
0

/2 cos(t) cos(t)dt
0

tE[O,g] = cos(t)>0 = |cos(t)|=cos(¢)
g — / (cos(u) +1
2 0

1
) yiu
2 2

3

=—(sin(7) + 7 — sin(0) — 0)

T4
Example 3.32. Recall that sinh(z) : R — R is an odd function and it is strictly increas-
ing (indeed, sinh(z)" = cosh(z) > 0). In particular, it has an inverse, which we denote by
sinh~!(z): R — R. With this we may compute similarly :

1 sinh~1(1)
/ V1+22de = / 1+ (sinh(t))? cosh(t)dt
0 0

x=sinh(t)

sinh(¢)’=cosh(t)

sinh~1(1)
/ cosh(t)? cosh(t)dt
0
sinh~1(1) sinh~1(1)
/ | cosh(t)?| cosh(t)dt = / cosh(t) cosh(t)dt
0 0

B /Sinhl(l) cosh(2t) + 1dt
0 2
cosh(t)>0 = |cosh(t)|=cosh(t)
2sinh™1(1) h 11 1 2sinh~1(1) I
:/ cosh(u) + —du = / cosh(u) + 1du = — (sinh(u) + u) \u;gbmh aY
) 2 2 4/, 4 u
_ sinh(2sinh™!(1)) + 2sinh (1) _ 2sinh(sinh~!(1)) cosh(sinh~'(1)) + 2sinh (1)
B 4 B 4
4

 2v/2+2sinh (1)
B 4

2sinh(sinh_1(1))\/1 + sinh(sinh™(1))2 +2sinh (1)  9.1.1 512+ 2sinh~1(1)
N N 4

is a positive integer.

Example 3.33. Substitution can be used the generally integrate cos(x)” and sin(z)” when n
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(1) The simplest case is when n odd. Here is an example of that:

/072r COS(w)5dx = /’5 cos(z)(1 — Sin<$)2)2dx _ /1(1 B u2)2du

0 0
—_—
u(z)=sin(z) wu(x)’ =cos(x)

1 3 5\ |v=1
2
:/(1—2u2+u4)du: w— g o
0 3 5 / lu—o
2 1 _6_2
3 5 15 5

(2) On the other hand, when n is even, by reverse-engineering duplication formulas for sine
and cosine, we can reduce again to the case of an odd power:

T ™ 2 4 2
2 ., _/2 (1 - cos(2x)> B /2 1 cos(2z) = cos(2x)
sin®(x)dx = — | dz = - = + dz
/0 (z) 0 2 o 4 2 4
2 cos(2z)2

T 1 T 9
:/2 dx/2 cos( :”)dq:+/ O da (3.33.b)
0 4 0 0 4

[\)

(7 sin(22)\ |“~2 N /g cos(4x) + 1d:z
8 4 =0 0 8

_(m w  sin(4x) v=2 T 7w 37

S \8 16 32 )|, 8 16 16

3.5 Integration by parts

Theorem 3.34. If f,g: : E — R be two C' functions on an open interval E, and let a < b be
elements of E. Then,

b b
/f(x)g’(m)dx:f(x)g(xﬂz-/ f(z)g(z)dz, (3.34.a)

Proof. 1t is enough to show that

b
/ (f(@)g'(z) + f'(z)g(x))dz = f(z)g(x)|, -
This follows immediately from the Leibniz formula, Theorem 3.24,

(f(2)9(2)) = f(2)g'(2) + ['(x)g(x).
0

Generally integration by parts are useful for products. The main question in apply-
ing (3.34.a) is how one chooses f and g. There is a rule which works in most cases (but
not always!). Using the list below, when you encounter a product of two functions both of
which belong to one of the categories in the list, the idea is that you should assign ¢’ in the
formula (3.34.a) to the function that belongs to the category appearing earlier in the list.

o E(xponential)
o T(rigonometric)
o A(lgebraic, that is, polynomial)

o L(ogarithm)
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o I(nverse trigonometric).

We present now a few examples.

Example 3.35.
b b
/ xedx = (xe$)|ia—/ e’dx
a a

—_——
g'(@)=er  g(z)=e® fz)=z [f'(z)=1

Example 3.36.
b b
/ sin(z)e*dx = (sin(az)e’”)ﬁza - / cos(z)e*dx
N NI
g'(z)=e”g(z)=e", f(z)=sin(z),f' (z)=cos(x) g'(z)=e" g(x)=e",f (z)=cos(x), [’ (z)=—sin()
b
= (sin(z)e” — cos(x)e®)|2_, +/ (—sin(x))e*dz

Thus, we can rewrite the equality between the LHS of the first line and the second line as

b e®(sin(z) — cos(x)))[®
[ e = 100 s,

2
Example 3.37.

b b
/ log(z)dz — (log(@))|’_, - / ldz = (zlog(z) — o),
a a
f(x)=log(z),f'(x)=1,9'(z)=1,9(z)=x

Example 3.38.

b b
/aarctan(x)d:v :(xarctan(:n)ﬂi:a—/a 1fx2dx
—_—

f(z)=arctan(@),f'(z)=177.9' (2)=1,g(z)=2
~ @actan(@), ~ 5 [ 4
= (zarctan(z))|,_, 5 | Z

———
u(z)=1+z2u(z) =2z

1 b
= <a: arctan(z) — 3 log ]u|>

r=a
1 b
= <:p arctan(z) — B log |1 + 22|

r=a

3.6 Integrating rational functions

A rational function, is a function of the form %, where P(z) and Q(z) are polynomials
with real coefficients.
We start by recalling how polynomials with real coefficients can be factorized.

Theorem 3.39 (Fundamental theorem of algebra over R). Let Q(x) be a polynomial with real
coefficients. Then, Q(x) can be factored as

Qz) = (x —a)" ... (x — an)™ (@® + 2b1z 4+ )" ... (2% 4 2bpx + )™, (3.39.a)

where the a;, b; and ¢; are real numbers, ki, l; > 0 are positive integers, and the quadratic
polynomials x% + 2b;x + ¢;, 1 < i < m are irreducible, that is, there is no real number xo such
thatm%+26ixo+ci:0, 1 <1 <m.
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Remark 3.40. The Fundamental Theorem of Algebra is originally for polynomials R(x) with
complex coefficients. For those polynomial, the statement is even better: namely, polynomials
with complex coefficients can be factored into linear terms. That is,

R(z)=(x—d)™...(x—d,)"™", d; €C, s; € N (3.40.b)

This does work also for R(z) := Q(x) a real polynomial,as R C C, however it may happen
that some of the d; that are complex and not real. Then, the expression cannot be used for
integration because we did not learn integration of complex valued functions. Hence, the idea is
to collect the d; that are real numbers. These numbers provide the a; in (3.39.a). Furthermore,
as we are working with a polynomial R(x) with real coefficients,then (3.40.b) is invariant under
conjugation, since R(x) is. Hence, whenever d; is not real, then also the conjugate of (z — d;)
has to show up in (3.40.b) with the same power. That is, we have a factor of the right hand
side of (3.40.b) of the form:

(x—d)* (2= &))" = ((z — i) (z — &)™
= (.I -2 (dl + CZ) + dZCTl)S2 = (l’ - 2Re(d¢) + |di‘2)si
Then, setting b; := —Re(d;), l; := s; and ¢; := |b;|?, we obtain one of the terms of the form
(2% + 2bjx + ¢j)Y in (3.39.a).
Example 3.41. Take Q(z) = 2% 4 22 — 2, and consider the factorization as in (3.39.a). As the
degree of @ is three, there must be a linear term (the product of the non-linear terms has even
degree). This correspond to a real root of Q(x), so let us search for it.
(1) Finding the real root.
Ist try: Q(0) = —2. As lilil Q(z) = +oo, the Intermediate value theorem, Theo-
T—+00
rem 1.66, implies that @) has a root greater than 0.
2nd try: Q(1) = 0. We found the root, great.

(2) Factoring out the linear term.

> 4+ 2 — 2|z—1|22+22+2
x> — 22
222 - 2
22 — 2
20 — 2
2t — 2
0

Hence, we have
(2 4+2x+2)(z —1) =23 + 22 — 2

Remark 3.42. Unfortunately, for polynomials of degree > 5 there is no algorithm for finding
the roots; one just has to try to use the Intermediate Value theorem, hoping that the given
polynomial yields a nice root.

Using (3.39.a), we have the following nice factorization of rational functions.

Proposition 3.43. Any rational function % can be written as
P(z)
= a1 R e R
Q(:C) a1 1(33) + + oy t(ﬂ?),

where the «; are real numbers, and R;(x) are of the form:
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(1) polynomial, or
(2) (x_%)pz or

T+c
(3) wexarerap-

Instead of giving a proof, we explain the idea behind Proposition 3.43 in the following
example.

4234922411248

Example 3.44. Given the rational function rari)?

, let us try to factorize it as follows:

4x3—|—9x2—|—11$—|—8_ Ax+ B Cx+ D
(24 24+1)2 (2242x4+1)2  224z+1
Az + B+ (Cx+D)(z? +x+1)
- (22 +2+1)2
Cx3+ (C+ D)z + (A+C + D)z + (B + D)
- (22 4 +1)2 ’

which yields the following linear system
C =4
C+D =9
A+C+D =11
B+ D =38
for which the solutions are
C=4=4+D=9=D=5
=A+44+5=11;B+5=8
=A=2,B=3
Thus,

4% + 922 + 112 4+8 2z +3 4r 45
(z2+x+1)2 (22+x+1)2 224z+1

Having the decomposition stated in Proposition 3.43, the question is how we integrate these
terms separately.

Example 3.45. o For p > 1, then

1 _(x—r)lfp
/(:U—r)de_ —p

o For p =1, then

1
/(w_r)d:v—log]x—r].

Example 3.46.

/ x+c _1/ 2(x +r) dx+/ c—r i
(2 +2rz+s)P 2 ) (224 2rz+s)P (2 + 2rx + s)P

1 2(x + 1) / 1
— dx + (c — d
2 / (22 + 2rz + s)P vt (e=r) (22 + 2rz + s)P v
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Hence, we need to compute the two integrals

2(z + ) 1
d.l‘, d.%',
(22 + 2rx + s)P (22 4 2rx + s)P

individually.

o Using the substitution © = x? + 2rz + s, then

2w +7) log [#2 +2rz +s| ifp=1
dr =
/ (&% +2ra + spp (2ot 7 ifp>1

o Hence, we now know how to integrate all the terms in Proposition 3.43, except for the
integral

1
d .
/(x2+2rx—|—8)7’ v p>0

Hence,

1 1
/ <x2+2m+s>pd“/ G G p
1 1

:(8—7“2)”/ (( ot >2+1>pdx

Vs—r?

s—r2>0, as 22+42rz+s has no real roots

_ 1 / 1 du
C(s—r2pma ) (WAlpT

and we are left to compute the integral

1
/(du, for p > 0.

u? 4+ 1)p
Setting
1
L= ———d
= (w?+ 1"
then I := arctan(u) and furthermore, if p > 1, then we obtain a recursive formula as
follows:
1 u (=p)u - 2u
I,= | ————du= — d
P / W2+ 1" W2+ 1) / (w2 + 11
integrating by parts with f(u):m,g’(u):l

w+1-1 U

u
— - ———du = ——— + 2pl, — 2pI
(u2+1)p + p/ (u2+1)p+1 U (u2+1)p + 2ply, Plpi1

So, by looking at the two ends of the equation, we obtain the recursive equality:

I m+(2p—1)—fp
1l = o -
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Remark 3.47. Be careful, there is an error on page 201 of the book where they prove the
formulas above: intead of 2p — 1, they wrote 2(p — 1)!!

Example 3.48. Let us compute Is for example:

+I 1

u
. u2+1 . u
12 = # = 5 <u2—{—1 + arctan(u)>

Example 3.49. Let us get back to Example 3.44:

423 + 922 + 11z + 8 2r + 3 4z +5
da:: —dx—l— —ax
(2 +x+1)2 (x2+x+1)2 2?2+r+1

by Example 3.44

2+ 3 4xr +5

2 2
((x+%)2+§) (#+3)" +1

completing the square in the denominators

2z + 1) + 2 4 + 2
_ (2z+1) + 4 (4r +2)+3

((x—i—%)Q—i—%)Q (x+3)" +4

writing the numerators in terms of a multiple of x + %
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_ <2>3 FQr+1)+ % . o J5(dz+2)+ \/gdx
Po(gern)y ) S PEEen)

We multiply the numerators and the denominators by adequate multiples of \%,

3
to make them of the form u? 4+ 1 or (u2 + 1)2

== + vy arctan(u) | + 2log |u® + 1| + o arctan(u)
3u+1 33 \u?+1 V3

4 -1 8 (x—i—f) ) ,
=3 (x+1)>2+1+3\/§ (2g+%);2+1+arctan<\/§ <$+2>>

(% %
(Gi(e=3)) =

e (5 e+

3.6.1 Rational functions in exponentials

+2log

There is a method of integrating functions obtained by plugging in e into a rational function.
We explain it via the next example:

[oqto= [ et = [
e’ +1 (eT +1)e* (t+ 1)t
e

t(z)=e* t(z)'=e®

1 1

=logle”| —log|e® + 1| = z — log|e® + 1|

Example 3.50.

3.6.2 Rational functions in roots

There is a method of integrating functions obtained by plugging in 1/z into a rational function.
We explain it via the next example.
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Example 3.51.

J e () e

/dt = [ [ e
t+1 t+1
t(z)=vz

1
)fz

=2t — 2log |t + 1| = 2y/z — 2log |\v/z + 1.

S\

3.7 Improper integrals

So far we have studied integrals of functions (mostly continuous ones) that are defined over
a closed bounded interval.

But how can we make sense of integrating a function over an unbounded interval, for
example, f1+oo x%d:c? Or more generally, we have a real valued function f that is continuous
on an interval I of the form [a, b[, ]a,b] or ]a, b[, where a,b € R, but either f does not extend
continuously to [a, b], or the interval [a,b] does not exist at all — such as in the case when a or
b are £oo.

Definition 3.52. Let f: I — R be a continuous function.

(1) If I = [a,b], a € R, and either b € R or b = +00, then we define the improper integral of

f on I to be the limit
b— T
f(t)dt := lim </ f(t)dt),
a r—b— a

provided that the above limits exist.

(2) If I =]a,b], b € R, and either a € R or a = —oooo, then we define the improper integral

of f on I to be the limit
b b
t)dt := i t)dt
[t = i ([ sione).

provided that the above limits exist.

(3) If I =]a,b[, a,b € R, then we define the improper integral of f on I to be the limit

- c b—
/+ f)dt := /+ f(t)dt + f(t)dt

for any chosen ¢ € I, provided that the improper integrals
c b—
[ swde [ s
at c

If the limits above exist and are finite, then we say that the improper integrals converge. If the
above limits diverge, we say that the corresponding improper integral is divergent.

exist.

Remark 3.53. (1) It is an easy exercise to verify that part (3) of the above the definition does
not depend on the choice of ¢ € I.

(2) By abuse of notation many times the + and the — is forgotten from the lower and upper
limits.
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Example 3.54.

1 _
1 1 |t=1
—dt = lim 2t2 = lim 2 -2z =2
/0+ \/7? z—0t t=x  z—07t Ve

Example 3.55.

1
1 -
/ —dt = lim log(t)[!I=L = lim —log(z) = +o0
0

+ 1 z—0t x—07F
1 .
So, [y+ $dt is divergent.

Example 3.56.

1
/0 log(t)dt = lim (log(t)t — t)['=L = =1 — lim (log(z)z — ) = =1 — lim (log(z)x)

+ z—0t z—0t r—0t

Here, we may compute lim, o+ (log(z)x) using L’Hospital’s rule:

‘mH

lim (log(x)z) = lim = lim = lim —z=0.
1’—>0+( g( ) ) z—0t z—0t

8
1
o

+

HN‘ »L

Hence, f01+ log(t)dt = —1.
Improper integrals enjoy many of the basic features of standard integrals.

Proposition 3.57. Let f,g: I — R be continuous functions defined over an interval I, where
1 is either one of the following intervals

[a,b'],]d’,b],]d’, V], a,beR, d,beR.
Then,

(1) If I = [a,b] (resp. I =]a,b], I =]a,b[), a,b € R and f extends to a continuous function
defined over the interval |a,b], then the improper interval

b— b—

b
f(x)dx (resp. /+ f(x)dx, f(x)dx).

a a+

b
converges and it is equal to / f(x)dzx.
a

(2) If c € I and ¢ # supI,inf I then if the improper interval of f on I converges, we have

that
/abf(x)dx + /acf(x)dx = /be(:c)dx.

(3) Given o, € R, if the improper integral of f,g over I converge, then also af + Bg 1is
integrable on I, and

/ab(af + Bg)(z)dx = a/abf(x)d:c + B/Gbg(x)dx

(4) If 0 < f < g, then
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(i) if the improper integral fab g(z)dx converges then also the improper integral f; f(x)dx
does;

(ii) if the improper integral ff f(x)dx diverges then also the improper integral f:g(w)dx

does.
/ab f(x)dx < /:g(x)das

Remark 3.58. In part (2-4) of the previous proposition, we have used the simplified notation
for improper integrals that was introduced in Remark 3.53(2).

Definition 3.59. In the hypotheses of Definition 3.52, we say that an improper integral is
absolutely convergent if the improper integral defined by integrating the function |f| instead
of f is convergent.

The following is an an analogue, for improper integrals, of 77.
Proposition 3.60. If an improper integral is absolutely convergent, then it is also convergent.

Example 3.61. The backwards implication of Proposition 3.60 does not hold, as shown by
the next example.

/+°° sin(t) d— Tim —cos(z) —cos (%) B /+°° —cos(t) g — Q B /+°° cos(t) it
s t s T jus 2 '
4

ST —t2 t

™ T—>400 T T ™
1 4 1

g'=sin(t) f:% g=—rcos(t) f/:%ﬂ
(3.61.a)

sin(? cos(t
So, / L()dt is convergent if so is / ®)
I

" " dt. However, the latter is convergent because
T
it is absolute convergent:

+00 +00 1 -1
/ COS(t)‘dt g/ —dt= lim | —
i ;! t

t2 T—+00
+00 i
This yields that / M

‘”) 4 1 4
=—4 lim —=—.

dt is convergent.
us
1

o0 cos(t) .
However, be careful, the fact that / 2 dt is absolute convergent, does not mean that
X .
> sin(t - ;
so is ﬁdt. That is, equation (3.61.a) does not work for sin(t) replaced by sin(t) | And,
. t t t
1
. 00 sin(t) . .
in fact, " dt is not absolute convergent, because
nT | qin(t n kr—2 | & t n in(t
/ Sm()‘dtZZ/ 1 sm()‘dtzzg in | sin(¢)|
z t i) o B = 2 \te[bn-32kr-z] 1t
min | sin(t)| 1
- "o te[kﬂ'—%,kﬂ'—%] - i T 2 0T En: 1
- 2 max t N 2k—2 22 k’
k=1 tG[kwf%,kﬂf%] k=1 k=1
1. . " |sin(t) . °° Isin(t) L
As Z — is divergent, lim dt does not exist. Therefore, / dt is diver-
k n—oo = t s t
k=1 4
gent.
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Example 3.62. A typical application of improper integral is to give an upper bound on infinite
sums. For example

i1</+°o1dx__1
K2~ )y 227 oz

Treo ( , —1> -1 1
= | lim — - ==
k=10

=9 n—00z—s4o00 L 9 9
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4 POWER SERIES

Definition 4.1. Let (a;) C R be a sequence of real numbers and let g € R be a fixed real
number.
A power series centered at xq is an expression of the form

oo
Z arp(x — xo)".
k=0

Remark 4.2. In the expression above, the coefficients a; and the center of the power series x(
are fixed real numbers (the ones we fixed at the start of the definition), while the variable x is
free to vary.
[o.¢]
As the value of the series Z ag(x — xo)k varies when x € R varies, in particular, the series

k=0
will converge for certain values of x and diverge for others. For example, if we take x = x¢, then
o0

the value of the series above is ag. For those values of « for which Z a(x —x0)* converges, we

k=0
can then discuss the value of the series, and we will see below that we can construct a function

out of it. Hence, in view of this observation, we are compelled to introduce the following
definition.

[o¢]
Definition 4.3. The domain of convergence D C R of the power series Z ap(x — x0)" is the

k=0
set

D::{xeR

oo
Z a(x — x0)" is convergent }

k=0

o0

As already noted above, for a power series Z ag(x — xo)k centered at xg € R, then xg € D

k=0
o
always, as the only non-zero term in Z ag(xo — xo)k is ag. The following theorem illustrates
k=0
oo
that the domain of convergence of a power series Z ag(xo— xo)k has a relatively simple form:
k=0
namely, it is an interval.
o0
Theorem 4.4. Let Z ag(xo— l‘o)k be a power series centered at xy € R. Then, there is a real
k=0
[e.e]
|z — x0| < R, Z ar(x — x0)* is convergent
number R € Ry such that if then { *30
|z — 20| > R, Z ap(x — x0)* is divergent

k=0

o0
The number R is called the radius of convergence of the power series Z ag(x — xo)k.
k=0

o0

Proof. Let D be the domain of convergence of Z ag(x— xo)k . We have to show that if 2’ € D,
k=0

then for all  with 0 < |z — zo| < |2’ — x¢|, z € D.
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o0
So, let us assume that for a given 2z’ # =z, Zak(x’ — x0)® is convergent. In particular,
k=0
klim ap(x’ — l‘o)k — 0, and hence the sequence by, := az (2’ — x0)* is bounded, that is, there
—00

exists a non-negative real number B, such that |b;y| < B. However, setting y := ;/__”;%, then
ly| < 1, by our assumption, and

0< ‘ak(x —xo)k‘ = ‘bkyk‘ < Bly|*.

oo [e.e]
Since ZB ly|* is a geometric series and |y| < 1, then ZB ly|* is convergent. The Squeeze

k=0 k=0
o0
Theorem for series, (?77), then implies that Z ar(x — 20)* is absolutely convergent, and hence
k=0

also convergent. We then define

o0
R:=sup{r e R |Vz €|xg —r,zo + [, Z ar(x — x0)* converges absolutely}.
k=0

A similar argument to the one used in the first part of the the proof can be used to show
the other part of the statement about the non-convergence of the power series for x € R,

|z — 20| > R. O
oo

Remark 4.5. Let Zak(w — :L'o)k be a power series and let R be its radius of convergence. If
k=0

R = 400, then the domain of convergence D is R. If R = 0, then D = {z¢}. If R > 0, R # 400,
then Theorem 4.4 implies that D D]zg — R, zo + R[ and for any x € R such that |z —z¢| > R
then z ¢ D. Thus, D\ Jzg — R,z9 + R] C {x9g — R,z9 + R}. One can prove that it cannot
happen that both o — R, zg + R belong to the domain of convergence, cf. Example 4.7 for some
examples.

Now that we know that the radius of convergence exists, the question is how we can compute
it. In 7?7 we saw several criteria to prove the convergence of a series. In particular, it is not
too hard to adapt Cauchy’s and D’Alembert criteria, 77 and 7?7, to compute the radius of
convergence of a series.

o

Theorem 4.6. Let Z ag(x — l‘o)k be a power series, with radius of convergence R.

k=0
(1) If Iy := lim |*2L| exists for some l; € R, then R = ll
n—00 n 1
(2) If Iz := nILIgO V]an| ezists for some ly € R, then R = %

The above formulas are to be understood with the following notation when l; = 0, 4+00:
l;=0 R=

if then oo
l; = +o00 R=0

[e.9]

Proof. Let © # x9. We want to understand when Zak(:p — x0)¥ is convergent using the
k=0

existence of the limits in the hypotheses of parts (1)-(2) of the statement.
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(1) Let us use the quotient criterion:

anp( —zo)™ | anpa (@ — @) . |apyr|
li = lim = |z — x| lim = |z — x|l
n—oo | ap(x — z0)" n—oo | an(x — z0)" n—oo | ay
[ee]
So, by the quotient criterion, that is, 77, Z ag(x — :L‘o)k is convergent if |x — xg| < % and
k=0
it is divergent if [z — 2o > 7.
(2) We use the Alembert’s criterion:
1 n _ n| — 3 n _ — —
Tim /Jan(z = 20)"] = lim | /a2 — 20| = Liz — a0
o
So, by Alembert’s criterion, that is, 77, Z ar(x — xo)* is convergent if |z — xq| < 1 and
k=0
it is divergent if [z — 20| > 1.
0

Example 4.7. (1) We have seen earlier that

x ..n
x
=2
n!
n=0
is convergent for all z € R, which we can now verify at once:
=y 1
. Qi1 . n+1)! .
hmi:hm(l):hm =0
n—oo Qy n—oo 4 n—oon + 1

n!

So, indeed, the radius of convergence of the above series is co and the domain of converge
is R.

(2) According to Theorem 4.6, the radius of convergence of
(0.9}
3"
n=0

is % , where

Con+1
= lim =

n—oo N

1.

So, the radius of convergence is 1. In particular the domain of convergence D of the series

satisfies

To determine D fully, we need to understand whether 1, —1 belong to D. For x = 1, the
power series becomes

[e.9]

> n

k=0

which is clearly divergent as the sequence ¢, := n does not converge to 0; while, for
x = —1, the power series becomes

o0

>_ (=)

k=0
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which is divergent as the sequence of the partial sums s; := izo(—l)” satisfies

{—1 for n odd,
Sj =

1 for n even,

thus the series does not converge. Thus, the domain of convergence is D =] —1,1].

According to Theorem 4.6, the radius of convergence of

>

n=1

l,’l’b

S|

is % , Where

1
= lim {/—=1.
n—o00 n
So, the radius of convergence is 1. In particular the domain of convergence D of the series
satisfies

To determine D fully, we need to understand whether 1, —1 belong to D. For x = 1, the
power series becomes

o

> s

k=1 "

which is clearly divergent, being the harmonic series, cf. ??; while, for z = —1, the power
series becomes
> 1
1=
St
k=0

which is convergent by Leibniz’s criterion ??7. Thus, the domain of convergence is D =
[—1,1].

According to Theorem 4.6, the radius of convergence of the series

)
2 :en—&-l:En7
n=0

centered at 0, is %, where

en—i—l

[ = lim = lime=c¢.
n—oo e n—00

So, the radius of convergence is % In particular the domain of convergence D of the

series satisfies 11 11
]——,-[CDC[——, -]

)

e € e €

To determine D fully, we need to understand whether é, —1 belong to D. For z = %, the

e
power series becomes

00 1 n 0o
Z et <€> = Z e
k=0

k=0
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which is clearly divergent as the constant sequence ¢, := e does not converge to 0. For

T = —%, the power series becomes
oo
Y (1)
k=0
which is divergent for the same reason as above. Thus, the domain of convergence is
D=]-¢. ¢l
oo
Let Zak(x — 20)F be a power series and assume that the radius of convergence R > 0.
k=0

This means that the domain of convergence of the power series contains the open interval
|zo — R, zo + RJ[, hence we can define a function

f: Jxo— R, 3:0+R[
x> f(z Z ay(x — :100
We are interested in understanding what kind of regularity properties the function f possesses.
Is it continuous? Is it differentiable? How many derivatives does it have? Are those continuous

over the domain of convergence of the series? All these questions are answered by the following
result.

Theorem 4.8. Let Zak(x — x0)* be a power series with radius of convergence R > 0. Let
k=0

f(z): Jxo — Ryzo + R[ — R the function f(x Zak (x — 20)*. Then, for every z €

]330 - Ral'o + R[7

= Z kag(z — x0)" L, (4.8.a)

/x Ftydt =Y kak 7 (@~ o)t (4.8.b)

Remark 4.9. Given a power series Z ar(x — 20)* with radius of convergence R > 0, then one

k=0
can show, using the same argument as in the proof of Theorem 4.6, that both power series

Zkak x — x0) 1,

have the same radius of convergence R. In particular, this implies that we can iteratively
use Theorem 4.8 to compute the n-th derivative of f and this will be given by the power series

)k+1

k=

=Y k(k—1)(k—2)--(k—n+2)(k —n+ Dag(z — x0)" "

In particular, f € C*®(Jzp — R, zo + R, R).
The proof of Theorem 4.8 is omitted.
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© (_1)k+1 .

Example 4.10. We consider the power series Z T Then, using either one of the
k=1
criteria from Theorem 4.6, it is not hard to see that the radius of convergence of the series is
0 k+1
(=1

1. Thus, we have a well-defined associated function f: | —1,1[— R, f(z) = 2* and

k
k=1

using the above theorem,

[oe)
_ 1)k+1gh—1,
k:l
00 k+1
_ +1
/ 1) _; k:+1 '

4.1 Taylor series

In Section 2.5.3, we saw how to approximate a function f: F — R around a point zg € E
by means of the values of f and its derivatives at 9. When the function f € C*°(E,R), then
we may be tempted to take expansions to larger and larger order of f around xy and wonder
how they may compare with each other when we let n — oo. To this end, we introduce the
following definition.

Definition 4.11. Let f: E — R be a function defined on an open interval £ and let g € E.
Assume that f € C*°(E,R). Then the Taylor series of f is

x
Tf 20 (2 Zf 'O (z — z0).

Remark 4.12. The terms of the Taylor series T, (x) of f centered at xo are the same as those
of the Taylor expansions of order n, for any n € N, of f centered at g, cf. Theorem 2.74.

Hence, given a function f: E — R, f € C*°(E,R), and z¢p € E, we can consider the Taylor
series Tz, (x) of f centered at xq

= f
Tt z0(x) := Z (z — z0).

=0

At this point, we may be tempted to wonder whether f(x) = T4, (x), for x sufficiently close
to zg. Let us remind the reader that in Theorem 2.74 we saw how if f is differentiable n times
on FE, then

nl e(i) (g , o pn
fz) = (Z J o) (z — xo)’) + f(")(c)ﬂ, (4.12.2)

, 7! n!
=0

for some ¢ €]z, z[ (resp. ¢ €]z, xo[). Hence, the Taylor series Ty 4, () equals f(z) if and only
if the error term f (”)(c)(x_nix!())n

following proposition.

included in (4.12.a) converges to 0 as n — oo. This yields the

Proposition 4.13. In the situation of Definition 4.11, if f € C*(E,R), then f(x) = T¢(x)
for a value x € E, x > ¢ (resp. x < x) if

lim ( sup f(n)(y)D |z — o[ —0
n—oo

y€lxo,z| n!
(resp. lim sup | f™ (y)‘ w =0).
n—oo yE]LU,Z'O[ n!
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Remark 4.14. Sometimes the Taylor series T’ ;. (x) of a a function f equals the original function
f only in the center point zg. A famous example is the following: let f: R — R,

We claim that f € C°(R,R), and f™(0) =0, Vn € N. We only give the idea of how to prove
this claim: one proves by induction that outside 0, f( is a function which is a sum of terms of
1

the form e;—?, for some j > 0, and furthermore f(™(0) = 0. In view of this claim, the Taylor
series of f around 0 is the constant 0 function. So, the radius of convergence is +o0o, but apart

from 0 there is no positive « at which the Taylor series Tt o(x) = f(x).

Example 4.15. (1) The Taylor series of f(z) = e” centered at x = 0 is given by

1k
HZU.

WE

Tyo(x) ==

B
Il

0

In fact, f(0) =€ = 1,

F(0) = (€)(0) =1
We have already seen that the radius of convergence of Tto(x) is +o0c. In particular,
according to Theorem 4.6, Ty o(z) Yz € R. Hence, we have to understand whether for

zeR
e’ =Ty o(z). (4.15.b)

Let us use Proposition 4.13. For z < 0, then

sup | (y)| = sup |e¥| =1,
y€]z,0] y€]z,0]

and

n—oo yE]m,O[ ’I’L' n—oo ’)’L'

lim ( sup ‘f(”)(y)o @ = lim ﬂ =0,

since = belongs to the domain of convergence of the power series. Similarly, for x > 0,
then

sup |f"(y)| = sup e¥] = e”,
y€]0,z[ y€]z,0[

x|™ er|x|™

and

n! n—oo n!

lim sup
"o\ yelo,z|

by the same argument as above. Then, for x € R,

o
S
I
(e
==
S
>

>
Il

0

(2) The Taylor series of f(z) =log(1l + x) centered at z = 0 is given by

o0 k-1
Tyo(z) == Z =V 12 zF.
k=

—

In fact, f(0) =log(1) =0,

—1)(n—1)!
PO = (3500 = =1 170 = (S 0 = -



Let us determine the radius of convergence of Tt o(x):

="
n+1
—)r T

lim
n—oo

=1,

so the radius of convergence of Tyo(x) is 1. In particular, according to Theorem 4.6,

0 (_1)k+1

k=1

k

have to understand whether for x €] — 1, 1], then

log(1 + 2) = Tyo(a).

Let us use Proposition 4.13. For —1 < x < 0, then

and

y€lz,0[

sup |f\(y)| = sup = )
W= e ey = T
=" _ . ||
sup |f™ ()| ] S = lim ———— =
yE]z,O[‘ ( )D n!  nooon(l+ x)»

lim (
n—oo

since lim |z|” = lim (1 + «)" = 0. Similarly, for 0 < z < 1, then

and

y€]0,z[

lim
n—oo

(n—1)!
sup |F™P ()= sup |——2]| = (n— 1),
7™ ()l ye]m,0[|(1+y)n| (n—1)
xn n
sup || ) = i B
ye]o’m[ n! n—oo M

since || < 1. Then, for z €] — 1,1],

o
log(1 + ) = Z

k=1

2% converges whenever |z| < 1 and diverges whenever |z| > 1. Hence, we

(4.15.c)

)

Example 4.16. Here we collect a list of important functions with their Taylor series centered

at 0.
f(x) Ty o(x) radius of convergence of Ty o(x) | f(x) = Ty o(x) over the interval

ﬁ > o z” 1 J-11]
= Sieo(—1)ka” 1 | -1,1]

e* Sooe ot +o0 R
log(1+2) | Y52, ! ”“H* 1 |- 1,1]

cos(x) Yoo %), x2F +00 R

sin(z) | > pey 2;}31’;@2]““ +00 R
arctan(z) o 2k+)1 p2k+l 1 ] —1,1]

cosh(z) Yoo (%)!x% +00 R

sinh(z) | > p2, mg:%“ +o0 R




Example 4.17. Similar example as above is the Taylor series for
expansion, computed in Example 2.77, the Taylor series is

S

k=0

x%q. Using the Taylor

As in Example 4.15, using Theorem 4.6, the radius of convergence is 1. Furthermore, using
Proposition 4.13 as in Example 4.15, for z €] — 1,1],

(—1)k2k, (4.17.d)
0

flz) =

1 o
r+1 P

Example 4.18. If we want to compute the derivative and integral of f(z) = log(z + 1), then,
over | — 1,1[, we can do so using Theorem 4.8 and deriving/integrating the power series term
by term. So, for x €] — 1,1[:

00 \ktl 0o
Fia =30 CUE et = S ap @

k=1 k=1
G 1
> (D =
and
z X (_1)k+1 00
/o ft)dt :; l%(x)kﬂ _ kzl(_l)kﬂ (lt _ k;—l|—1> (z — 1)k

=(z-1) g(—l)kﬂixk + g(—nk“kilxkﬂ

=(z—1) i(—l)’“*lixk + i(—nkﬂixk
k=1 k=2

=zlog(l+z)+loglx+1)—z=(x+1)log(z+1) — =z

where the result of the second computation is exactly what we obtained in Example 3.37
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