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SCITAS (Scientific IT & Application Support) 2

SCITAS manages GPU and CPU clusters. You will be using the izar GPU cluster.
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`ssh <user>@izar.epfl.ch` will give you a shell on the login node
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First, load Python (and CUDA/CUDNN):
module load gcc python

Then, (only the first time) start a new virtual environment:
python –m venv ipeo_venv
source ipeo_env/bin/activate
pip install <your modules, e.g. jupyter, torch, numpy>

After that, you can always reactivate your environment:
source ipeo_env/bin/activate
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sinfo

Step 3: Slurm Jobs - sinfo 6



Sinteract -p gpu -a env540 -g gpu:1 -t 00:20:00
nvidia-smi

Step 3: Slurm Jobs - Sinteract 7



Submit your job on slurm. For this we write a run script, called ‘job.run`:
#!/bin/bash -l

#SBATCH --account env540
#SBATCH --nodes=1
#SBATCH --ntasks=1
#SBATCH --cpus-per-task=8
#SBATCH --partition=gpu
#SBATCH --qos=gpu
#SBATCH --gres=gpu:1
#SBATCH --time=00:01:00

# Load modules
module load gcc python

# Activate virtual environment or conda environment
source ~/ipeo_venv/bin/activate # Replace with your environment setup

# Run your Python script
python main.py # Replace with your script name

Step 3: Slurm Jobs - sbatch 8



sbatch job.run

This will create a file called `slurm-2170532.out`, where the stdout from 
the main.py file will be written

Slurm directives can also be given in the command line, superseding what 
you set on the script itself: 
sbatch --time=2-00:00:00 job.run
would ask for a 2 day time limit, regardless of the 1 minute limit set in the 
script. The longer the expected time, the lower the job priority!
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squeue

`squeue –u <username>` to see only your jobs!
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To cancel a specific job: 
scancel <job_id> 

To cancel all your jobs (use with care!): 
scancel -u $USER 

To cancel all your jobs that are not yet running: 
scancel -u $USER -t PENDING 
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§ There is a default maximum time for a job, if you request more time, 
your job will never be executed

§ Slurm is well-documented and used in almost all clusters worldwide
§ This is not an exhaustive tutorial, but covers the basic needs

§ Refer to the SCITAS documentation at:
https://scitas-doc.epfl.ch/
 

§ We uploaded instructions on how to launch a jupyter notebook on 
SCITAS

General tips: 12

https://scitas-doc.epfl.ch/

