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Structure of Computing Systems

« Computing systems are constructed from combinatorial logic and memory
» Functional units fetch data from memory, process it and write back the result

a ~ fetch operands
O store results

functional units memory
combinational circuits sequential circuits

« Why do we need memory?
= Data that needs to be combined arrives one after another

= Many computations are performed on a limited number of resources, one after another.
Need to store intermediate results until they are processed further
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Registers are often Inefficient

 Registers are the most basic type of memory in a digital circuit

» Parallel read access: data stored in a register is always available

» Parallel write access: data can be stored in every register in each clock cylce

« However, when large amounts of data need to e stored, consider that

= Selecting data from one of many registers

= Each register is quite large (>20 transistors) \

requires significant overhead (MUX)

* Further, with few processing resources, a
= Parallel access to all memory locations

IS rarely required
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Memory Arrays for Better Density

« To achieve better storage density, memories group storage elements into a
compact full-custom array with custom access logic for R/W

2" x b RAM - — |
s —— A0 = ' Memory armays
— A1 ddress —{ > ol ¢
address g @ ; Scs | dé‘:;“ : 256 rows x
inputs b |> ! lZScolumnsx
B _D:. ! 8 bits
| Eaght 4D‘——< s
¢ — DINO DOUTO |— input tri-state | —D— LL)
| —{ON1 pouT1fi— | baffers " [ T
inputs € S outputs 10y = R ' I:P“‘ 7] Column 1/0 7] Output
: i dua data
e o ' ntrol Column decoder
\ —{DINb-1  DOUTD-1 |— ""T—{};— -~ AA ‘ A
control o [ . $ \ &4&# |
inputs —QOE . Al B
—QIWE CS i )
Ty b i
OF - h 1

= Full custom design enables a dense layout and allows for less conservative design
practices that save significant resources (e.g., ratioed-logic)
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Many Different Types of Memories

(A
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Different types of memories are optimize for different objectives

bl

Capacity: Bits, Bytes, Words, kBytes - TBytes
Integration: On-chip vs. Off-chip
Persistance:

Memory Arrays

Random Access Memory

Serial Access Memory

Content Addressable Memory

« Read Only (ROM) — non-volatile | | (CAM)
» Read-Write (RWM) —. volatile Read/VE/F\r)i/tA\eMl\)/lemory Read C()F?gMI\/)Iemory Shift Registers Queues
* NVRWM — Non-volatile (Volatile) (Nonvolatile) ‘ | ‘ | ‘ ‘
Timi ng Parameters: read_’ | | Serial In Parallel In First In Last In
Write-access CyC|e time Static RAM Dynamic RAM Parallel Out Serial Out First Out  First Out
10 Archit ;’]t (SRAM) (DRAM) (SIPO) (PISO) (FIFO) (LIFO)
rcnitecnture:
« Single Port | | | |
* Multiport Mask ROM Programmable Erasable Electrically Flash ROM
. ROM Programmable Erasable
Access pattern/special fct.: (PROM) ROM Programmable
@) ROM
- Random Access, FIFO, LIFO, (EPROM) (EEPROM)

Shift Register, CAM, IMC

ALSANNE
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Mixing and Matching in Memory Hierarchy

« Many systems have a mix of conflicting requirements: mostly density & speed

« memory hierarchy:

Mix of different
memory types

-(I’fl-

lL [OL‘tTl(_.IIN] L

speed, cost/bit

capacity

CPU registers hold words retrieved

LO: from L1 cache
L1: on-chip L1 L1 cache holdscache lines retrieved
. cache (SRAM) from the L2 cache memory
L2: on-chip L2 L2 cache holdscache lines retrieved

) cache (SRAM) from the the main memory

_ main memory Main memaory holds disk blocks

L3: (DRAM) retrieved from local disks

local q Local disks hold files

| 4- ocal secondary storage retrieved from disks on

(HD, optical) remote network servers

L5:

remote secondary storage
(web servers, local networks,
distributed file systems)
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The Importance of SRAM In IC Design

 SRAM is the most common type
of on-chip (embedded) memory Intel 45nm Core 2

» Reasonably high density ~15x better

than a standard FlipFlop!!
|
» Fully CMOS compatible (no special ;
» However, SRAMs often still "“" SRAR "“""
g

process steps required)

» High speed ~1GHz in 28nm
occupy >50% of the chip area.
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Logical View of a Memory

| Bitline
Conditioning

« Logical organization of a memory: 2™ words with 2™ bits/word

L1 [ |
_ _ O HHO
= Total memory capacity: 2™*™ bits (HOHHO
275 RAM OO o
. : . o [N O HHO
« Each bit is stored in a bit-cell o ™ O3 03 £ wordines
S e — 0000
. . e ) .—DIN1 DOUT1f cata g Ijtlt][j _ Memory
- Memory macros organize bit-cells SR e g |0 O 07T el
in a compact array = e
—Q|WE
(H OO0
. : : : . CHOH OO
« Peripheral circuits provide access to one word at a time e e
= n bit memory address selects the word to be accessed g S g g
= All bits of a word are read/written at the same time T
= Most memories allow only either a read or a write at the same time ] Soumn
(exception: two-port and dual-port memories) Ty
Address Data (2™ bits)
)
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Phyiscal Organization of the Bit-Cell Array

* For most memories, the number of words 2" is significantly larger than the
number of bits/word 2™ (e.qg., 1024 words of 8 bit each)

= Straightforward organization with 2" rows and 2™
columns would be extremely tall

« Extremely tall memories cause issues

= Long bit lines connecting bit-cells to peripherals ==
= Difficult to place on in a layout S eIl .. Mermony

Calls
._'" RS

= Height may exceed the height of the chip HCHI

- Memory arrays are folded by 2k to Sl
obtain an almost square shape ) . "% cokmns (1) []
= Physical array: 2" * rows and 2™** columns SRR e e
= Bits of adjacent words are interleaved = = EH .

)
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Array Access and Basic Peripherals

« Consider the folded array with its peripherals

» Due to the folding the address is splitintoan — k

[ | Bitline

| [ T 1
bit row-address and a k bit column address Conditioning
. tl_ ‘j— I__LI‘ E |j‘ |__L|‘ |j— I_—L’iﬁ-Bitlir"‘_c::s%
» Row decoder decodes the n — k bit row address DO o o
into 2"~* one-hot encoded row-select signals - almile e lalala
* Only the selected row of bits is activated f%' |t|— |j— |j‘ m m m |j— m Mgggy
& 2" "X rows x
= Row-select signals are distributed through 8 ielisiin'inlinlinlln® 2™ *K columns
horizontal word-lines ) e e et |j;/Word|ine&:.
= Vertical bit lines route the data of 2* interleaved mlislinlislinlinlinllin!
words from (read) and to (write) the bit cells ﬁ‘ aleaelelala!
= Column muxes select the bits of the selected K [CoT|. Column
word based on the k bit column address k. [Bec Circuitry
* Interleaving reduces routing to the mux ¢ ¢ t t
Address Data (2™ bits)
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The 6 T-SRAM BiIt Cell

« 6T-SRAM bit cell: based on active feedback of two cross-coupled inverters

= Analysis by overlaying the VTCs
of the two inverters: butterfly curve QB

= Positive feedback and high gain

correct disturbances from e.g.,
leakage, noise, or coupling
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Accessing Bit Cells for Read and Write

 Bits in a column are connected to the one bit-line .,

WLO L T S
|
. . 1 4|>°_ i
 Read and write access by connecting them : B
to the bit-line through access transistors i _aqf |
|
= During write access: bit-line content is forced o i
into the cross-coupled inverter pair ! |
1
= During read access: cross-coupled inverter pair i |> _L
forces its potential onto the connected bit-line ; <I |
- S ,
 Important considerations: R e s s e
= Minimize number of transistors per bit-cell for access i —|>H i
= Bit-lines are long and have a high capacitance : —!"
. . . . . |
= Bit-cell content is mirrored i.e., Q and QB available P - > < __ | ___________ ,:

Co

r‘-
)
I

)
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Options for Bit-Cell Access

« Write access: write circuit needs to over-power the bit-cell feedback

Option la: pMOS Access Transistor

BL

Single access
transistor

Reading g,
without

flipping Q
Is difficult
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Two access
transistors

WWL

el

Writing ‘0’
IS difficult

WWL

.

Q

o —

Option 2: Transmission Gate

?

=

WWLB

Q

QB

BL Q QB
Writing ‘1’ °<|
Is difficult

QB BL

WWL

Read access: protect the cell content from accidentally flipping (read-disturb)
Option 1b: nMOS Access Transistor

Solution: Two-Sided nMOS Write

WWL

ol

EE-429: Fundamentals of VLSI Design
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6- Transistor CMOS SRAM Cell Operation

* Write ‘0’ operation: BL ='0’, BLB ='1'
= M2 passes a strong ‘0’to Q

= M5 leaves QB unaffected
(NMOS passes a weak ‘1’)

= Writea ‘0’to Q
* Write ‘1’ operation: BL ='1’, BLB =0’
= M2 leaves Q unaffected
(NMOS passes a weak ‘1’)
= M5 passes a strong ‘0’to Q
= Write a ‘0’ to QB
 Read operation:
BL="1,BLB ="'1'

= M2 and M5 leave Q and QB READ 1
unaffected (both pass a weak ‘17)
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Write ‘0’ 0 -
Write ‘1’ 1

14




SRAM Operation Analysis: READ

* Read operation should NOT impact the state: Consider the change in the
voltage on Q and QB during read (should be small to NOT flip the state)

BL= BLB="1" (pre-charged)
Q="1"and QB=0’

T T
< =g, VYo M2 /E F.j M5 Voo — aB=av
T o N g

WL 2 §: Q=1 I— —| M4 =10’ | == a

T S

no impact on Q ) )

BLB

|_\
|_\\

QB rises by AV
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SRAM Operation Optimization: READ

H
4

‘BLB

M5  Saturation

—

AV’

Vosarn t CR(Vpp=Vi,) - ’\/V?JS:’:TH( | + CR) + CRE( Voo — Vrn)z

AV =

)

. . V ; ATn
« Analysing AV yields: k,,,,ug((Vnn—AV— Vi)V psar — ——— ) = k,,“”,((vm)— Vy JAV - =

_ CR
I QB_AV W4_ 12—
M4  Linear T,
CR= "% 1 '
= 7 > 08 \
= I 2 0.
. ¥ 0.6 \
 Impact on QB depends on drive strength P
ratio of M4 and M5 g 04 \K?__H
* To keep AV low: choose a sufficiently > 02 T
strong pull-down keeper (not so difficult since 0 ]
competing nMOS can not drive a strong "1’) 0 05 11215 2 25 3
Cell Ratio (CR)
1 (D)
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SRAM Operation Analysis: WRITE

« Write operation should impact the state: Consider the change in the voltage on

Q and QB during write (should be sufficient to flip the state)

H

T

QB

Same as for READ:
Impact on Q is small

by design
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BL=‘1", BLB="0’ (driven)
Q='0’ and QB="1’

&

=

BLB

a

To
Ry

/

v e

T

M

6

o QB: VOLmin

M

5

BLB

Design to lower QB
below switching
threshold Vor . <Vy

o ()




]

SRAM Operation Optimization: WRITE

lysi -k Vo Vo W) = k(v vV, )V Ybsaty
* Analysing Vor . © K, yel (Vpp = Vi)V - 3 ] = Kp.ma| Vpp - rpl )V psarp= 3
(|2-0| M6 Linear - - - | . W SMe g , _ | '-'}‘,.,.,,I.,-
— Vo = Il'r-r-‘qu_l{“'-“!r_‘.r-nl _-I}H“‘f'f’_ Vi)V psarpy = 2 I
) — QB=Vo1min W6
: T 0.5 —
/WLE| M5 Saturation PR = L6 W o
BLB L_5 a 0.4 %
= 5 % 03 //
+ Impact on QB depends on drive strength % 5 p
ratio of M6 and M5 (pull-up ratio) 3 o /
+ To reach a sufficiently low V,; . : choose -~
N min 0 |
a sufficiently strong access transistor M5 0 0.5 | 15 18 2
or aweak pull-up transistor (low pull-up ratio) Pull-up Ratio

i (GER)
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Summary — SRAM Sizing Constraints

Read Constraint

1.2
1
S 08 \ vw -
é 0.6 \\ CR_L_11 L_: Pull — Down Strong O K ’ S K
=Wo T W-" " Acroce : Pull—-Down Access
§ 04 \QEL o Acess (keep during read)
:? U'z | BL ’r BLB
0 05 11215 2 25 3 wt wt
| =E h‘AEIID qve 1
Cell Ratio (CR
Sil Ratio (CR) vzl ] M5 KPull—Down > KAccess > KPull—Up
. . Q QB
. Write Constraint ,\I,E"_ _|M4
= 04 ?‘4 =
% 0.3 ~ W, W, o
= 1/ PR _L_j L_66 Pull — Up Weak ‘1 K S K
'_: 0.2 = w, = W = Access ﬂ| durln W“te Access Pull-Up
0
0 0.5 1 15 18 2

Pull-up Ratio

o (G
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4T Memory Cell

 Achieve density by removing the PMOS pull-up
= Only used as a keeper (i.e., can be weak)

« However, this results in static power dissipation.
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20




SRAM Layout - Traditional

 Two sides of the bitcell symmetric
= Share horizontal routing (WWL).
= Share vertical routing (BL, BLB).
= Share power and ground.

= Word line routed double on Poly
and Metal (reduce resistance)

BL ‘r
JWi M3 P— -<1 M6 JWi
M2 +—1—1 w5
Qf___" QB
|v|1|— —||v|4

= Uses both horizontal and vertical poly: not good fo ww%“ lechnologies

LCOLE POLYTECHNIQUE
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BLB

s
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SRAM Layout — Thin Cell

« Thin: minimize bitline capacitance (length)

BL

BLB

fr
= Avoid bends in polysilicon and diffusion L ovalpy dwe |
(easier for lithography) M2 M5
= Orient all transistors in one direction. QMl | L M4QB
» Metal word line: reduced resistance -
N L N
2 SN
51N V14
word /
\ NN SO )
-
GMND bit Voo bit D GND

ECOLE POLYTECHNIQUE
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65nm SRAM

a ST/Philips/Motorola

Access Transistor

\ R
S R
i R

0 -

i
e
s

Sharing between neighbouring cells by flipping every other row/column
Bended design rules

ECOLE POLYTECHNIQUE
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Commercial SRAMs as a Metric for Moore’s Law

(Ul
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56 "« ¢ @ IBM
& ¢ Intel
"
: ' T -
0.092 um? SRAM cel E 2.0- §\
for high density applications = HHH-.
8 1.0 &
w
= (.51 ‘ﬁx
8 0.34 %
0.108 um2 SRAM cell -
for low voltage applications Intel Design Forum 2009 .16 - & .

180 130 90 &5 45 32
Feature Size (nm)

90 nm [Thompson02] 65 nm [Bai04] 45nm [Mistry07] 32 nm [Natarajan08]

130 nm [Tyagi0o]
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SRAM and the End of Moore’s Law

« Latest publications from TSMC confirm failure to track scaling with SRAM

100000000
~ = 10000000
cC
S—
T 1000000
Q
-
<C
O 100000
&
"t 1
0000
(a'd
wn
1000

(g
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FINFET SRAM

|

gh. pugigiyggy

]

D N WK WY

Planar SRAM

|

W lehlP Leading-Edge Foundry HD SRAM

EHE Chips & Semi

0.10__\; A0081
20nm
0.092
22nm
s ——=
g nm
~ —0.0499
© 1l4nm
Y
< —
0.01 —F+—F+—+—
*Estimated \_)0( v)0‘Z v)Oe v)0\2 Y.
Lol ¢ R 0P e

10

100

estimate) O IBM (estimate) [0 TSMC (estimate) O GF (estimate)
actual) W IBM (actual) = TSMC (actual) @ GF (actual)

1 000 WikiChip © Q Intel (estimate) i\. 22

@ Intel (actual)

CMOS Technology Node (nm)
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SRAM Peripheral Circuits

« SRAM operation involves various peripherals for read- and write-access

Wordlines
= Row decoder \ Bitline Conditioning Bitlines
_H INIRININININININININIRINININ I
= Precharge circuit 3
N-K § [ | Bitcell
= Sense amplifier QI Array
Address % ]
| Lines | X [ |
= Column multiplexer K IRIRININIRIRIRININININININININ
- Column
_ _ ’ — Multiplexers
= \Write driver Column Drivers &
Decoder I I I I Sense Amps
Data Lines
- (G




Row Decoders

« Row decoder: activate the word-line of the selected row during read and write
= One hot decoder that decodes n — k address bits into 2™~* word lines

* Important considerations

= Two word-lines should never be active at
the same time (not even for a short period)

= Word lines present a considerable load:
« Parasitic wire capacitance
 Fan-out for all 2™** bit cells in a row

= Similar access timing should be ensured
across the entire array

= Area overhead must be minimized

-(I’fl-

lL [OL‘tTl(_.IIN] L

[

b b b I i

[ | [ 1 Wi

Row
ihdress
hits

Folding: k times

)| 1] ’ﬁf
4xH HxF 41 x H
1| | [\L-.hlr'jj.
i e
L L L - J_:'“"._ -
1 ) ol P
L L1 s
| o | La
L L

——

Words: 2™ Bits/word 2™




Row Decoder: Single Stage Implementation

 One-hot row-decoder can be implemented in a single stage:

= |[ndependent row circuit (single stage) for each word-line

= Each row circuit receives a unique combination of either the true or the complemented
version of each address bit (i.e., n — k bits)

A® Al A2

 Important considerations:

= Row circuits need to be pitch j ? %decoder\ bit cell array
matched to bit cell hight (pitch) .

= Each row circuithasn—k 1 | T E h 1 1

Inputs and a single output T ——| ° pEngEEy pan

« Row decoder is often

followed by a driver to
match the word line load T === {F

|
64-512 bit
(Ul . («
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Row Decoder: Single Stage Implementation

 Two options to implement an active high row decoder (+driver)

NAND + INV NOR + BUF
WLO - A7A6A5A4A3A2A1AO WLO — A7 + A6 + AS + A4, + A3 + A2 + A1 + AO
| row circuit | :
5 fan-in: n—k -
WL255 == A7A6A5A4A3A2A1AO WL255 - A7 + A6 + A5 + A4 + A3 + AZ + Al + AO
—l1 T % OB g & g g 1/2 4 |16
EL = = = g 2 2 £ %7_4 word
Al
: OO 000 e
v
o< -3
| address line |
. —-k-1
load; 2" o< -5
)
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Limitations of the Single Stage Decoder

e Single stage decoder is simple and regular

= Vertical routing distributes 2(n — k) wires for 4y, 4, ...

rAn—k—llAn—k—l

= Straightforward layout: R %D Vg‘“’ I ’
» Overhead for vertical routing 4 B =~ [ EsSs g
« Height grows with number of bits (rows) in <8 1) SR
the memory < o B & 8
8 ) BT
- A u L3 2
o 7 I % W 7 I 9 I 7 D 7 I VS I PSSR
. . NAND Gate Buffer Inverter
= Optimized layout ( RS A AL e AL AL AU A
« Vertical routing on Poly can overlap with row o RN \ ilg % ﬂ\( S 4
circuit to save area LN Nl SN N ?gi/]
‘ word
* Need to strap Poly with Metal to keep resistance \ X \ P
sufficiently low SNSRI NN §§!;ﬂ§i§?
 Height independent of the number of rows ono L /LR R YR AR 7
NAND Gate Buffer Inverter
(b)
-(I’fl-

lL [OL‘tTl(_.IIN] L
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Limitations of the Single Stage Decoder

« HOWEVER, for memories with many (typically 128-1024) rows, some
sSerious issues arise:

= Growing (NAND/NOR) fan-in of the row circuit
« Fan-in of each row circuit: n — k (typical values ~7-10 bit)
« Difficult solution: multi-stage row circuit has high transistor '

=» difficult to pitch match with bit cell

= Growing fan-out of the true and inverted address lines
e Ay, Ay, o) Ap_p_1, A1 are each tapped by 2"k /2 gates
« More easy to solve by increasing driver strength O<§2
address line |
load: 2n~k-1 o}

31 (((m
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Multi-Stage Decoder with Pre-Decoding

« Basic idea: identify common sub-expressions between row decoders and share
= Consider the row circuits of two adjacent rows (word-lines): Wz, Wcc

NP N
}Whm EE;—D}/—:}—D\
?;'i ‘;Tf:fﬂ/

£

Whaa

:I-Wbiﬁ

Wlyss = A;AgAsA A3AA1 A Wljss = A7A6A5A4A3A2A1A_0

PRS0

LEtiangl
PRSI
ENENERN

» Many sub-expressions are common to different word-lines
* These sub-expressions can be computed only once

ECOLE POLYTECHNIQUE
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Multi-Stage Decoder with Pre-Decoding

e Systematic computation of common sub-expressions:

Ao

» Binary-tree decoder: sub-expressions 1
concern groups of k subsequent bits, 1 ra,
where g is a power-of-2 (2, 4, 8, 16, ...) 2| [ las

= For a group size of g bits, there are | LY
(n — k)/g groups | as

_ L L4y

W = deC(Ao,Al,Az,A3,A4,A5,A6,A7)
\ J \ Y J \ ' ) \_Y_I

!

\ J \ J
Y I
\ J
|

(n—k)

ECOLE POLYTECHNIQUE
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Multi-Stage Decoder with Pre-Decoding

e Systematic computation of common sub-expressions:

= Each group of g bits is pre-decoded separately
by a dedicated pre-decoder into 29 one-hot signals

= Each row decoder now receives a unique combination
of n — k — g bits, one from each pre-decoder.

U UL

= Word-line is asserted of the right combination of

: : 29 29
pre-decoded signals is asserted.
g - Zg ................... g N Zg
. Ag, o, Ay Ap— s s Ay
Pre-decoder: P’ = dec(A;.g, -, A(i+1)-g-1) v kg Tk

Post-decoder: W, = pra(i,j) where @(i, j) selects the bit in the output of pre-decoder i that
corresponds to the address j

"TECHNIQUE
DE LAUSANNE
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Multi-Stage Decoder with Pre-Decoding: Example

« Consider a memory with 256 rows and a 2-bit pre-decoder

# of row address hits: 8
# of pre decoder: 8/2=4

output: 256/4=64

ECOLE POLYTECHNIQUE
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O Wo=RSR BB

Fan-in of post decoders: 4
Fan-out of each pre-decoder

) we=Rp BB R
00O

} W254:P20'P?}'P??'P??

22

22

22

22

2 — 22

2 — 22

2 — 22

2 — 22

P° = dec(4y,4,)
Pl - deC(Az,A3)

P? = dec(4,, A:)
P3 == deC(A6,A7)

EE-429: Fundamentals of VLSI Design
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Alternative Solution: Dynamic Decoders

 Even with extensive pre-decoding, row decoders are still large and slow
» |Important reason: need of CMOS structures for a complementary PMOS in the post-decoder

Fratharge deviies GND D

WL 5

ML,

wired NOR

All wordlines precharged to VDD,
all unselected lines pulled to GND
* Fast (single nMOS pull-down)

* High power consumption

-(I’fl-

lL [OL‘tTl(_.IIN] L

Wi
A4 1 Bpﬂ
i, kB
I Il'l|.|. -
: d
S e [ LT [ T £
g | T
L. T
|
L
.||r '.|==l' '.|==|.' -
A X A, A

All wordlines precharged to VDD,
only selected line pulled to GND

e Slow (many nMOS in series)
* Low power consumption




Column Multiplexer

e First option — PTL Mux with decoder

Wordlines

Bitline Conditioning Bitlines

= Fast —only 1 transistor in signal path. K sce!
= Large transistor count for one-hot decoder JE L e
AL AO ﬂl\‘\l‘\l‘\l Multplorers
S N I B e
BL, BL, BL, BL, \/\/ P T
S |
A—ﬂh H v v BO Bl B2 B3
51 It
N | L
i O
.-'-1_1-_ 5 | R i
| . |
. Y
—2-inpL ._._T_._. ) ‘ L

Fast, but many transistors in the pre-decoder
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4 to 1 tree based column decoder

« Second option — Tree Decoder
= For 2k:1 Mux, it uses k series transistors.

= Delay increases quadratically

= No external decode logic - big area reduction.

BL, BL,

BL, BL,
A 1 ‘ |
= ’J |
i
Ay
Ay
D

-(I’fl-

L lL[ l‘t]l(_.IINJ(!_LL

AO

Al
Al

A2
A2

Wordlines

Bitline Conditioning Bitlines
——

3
N-K § Bitcell
o Array
Address | B
Lines 22
HIIHHHIIHHHIIHHIIIIHH S
+’D_‘ | - ‘ | Multiplexers
Col i
D:clérggr ’ i { I { I | seDf:ls‘ffn?ps
Data Lines
BO Bl B2 B3 B4 B5 B6 B7 BO Bl B2 B3 B4 B5 B6 B7
N ] ] ] | | —
L O | O B | SO Rk | %
o 7 7 |
—IC T s |
r u —t
ji C ] ‘
J ‘
—IC !
o |
—IC |

to sense amps and write circuits

No pre-decoder, but slow due to many transistors in series




Combining the Two

Wordlines

e Combination of small PTL and larger tree-decoder \HWWWWWL/
based multiplexers are common for larger MUXes v s
BL, BL; BL, BLj BL; BLs; BLg BL7 res 12 ”HH”“IHIMHIHIWHIle MSE:;I';;S
S Im pecoter | | | [ | Diwess
ﬁ@_._ ] T ense Amps
SI I_I |I_ _|I_ i gataLini
= =
S
A : -
1> S I Hin
J =

q
;

T

Driver

-(I’fl-

l‘t]l(_.IINJ l_




Bit-Line Conditioning

* Pre-charge bitlines high before reads

= Variations in transistor drive strength my lead to variations
In the pre-charge level for a simple pre-charge driver

Wordlines

\

N-K

Address
Lines

Column [ 1 [ [ [
Decoder ’ ‘ ‘ |

oo

Data Lines

Bitlines

—

Bitcell
Array

Column

Multiplexers

Drivers &

Sense Amps

 Equalize bitlines to minimize voltage difference when using sense amplifiers

ECOLE I
FEDERAIL

» |Important for differential sense amplifiers

* Only minor overhead
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Sense Amplifiers

 During read, BL or BLB are discharged through the access transistor and
the nMOS of the bit cell inverters

| Bitline
Conditioning

make AV as small
. - L& Bitlines
¢ = CoAV +— " as possible
p / Iav | Wordlines
large small " Cele”

2" rows x
2™ columns

| o o o o ] ] ] o o o ] ] ] ] Y
| o o O o O o o e o o o o e
| o o O O O 3 3 o CH o O 3 3
g e s s s sy

ldea: Use Sense Amplifier

small |
transition—— 1\ _\—
* LTI

i n p U t O u t p u t Address Data (2™ bits)
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Differential Sense Amplifier

« SRAM: rapidly detecting already a small initial “swing” in either of the

differential bit-lines

Basic differential
amplifier: Current
source with two
differential
transistors

Disable when not
needed to save
power

"TECHNIQUE
DE LAUSANNE

ECOLE

FEDER

bit —| M,

-

SE —

_|

Regeneration to
full-swing outputs




Clocked Sense Amplifier

 Clocked sense amplifier saves power
= |solation transistors cut off large bitline capacitance

= Requires sense_clk to arrive after “sufficient” - Pre-charge ---.
bitline swing
bit bit_b
sense_clk CIJ[ { Isolation

transistors

regenerative
i Q}E feedback OB -

sense sense b
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SRAM Reliability Concerns

* Reliability is one of the main concerns in IC design

« SRAM is particularly prone to reliability issues for two main reasons:
= SRAM has the highest transistor density (and often most of the transistors) on the chip

= SRAM relies on ratioed logic (calculated balance of transistor drive strengths) for operation,
neglecting all best-practice rules of CMOS design

« SRAM has multiple possible failures modes:
= Write failure: unable to write the correct value to a bit
» Read failure: unable to correctly read a bit that is stored correctly
= Read disturb: a read accidentally destroys the state of a stored bit
= Hole failure: a bit cell fails to correctly keep the value of a bit

ECOLE YTECHNIQUE
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Static Noise Margin (SNM) - Hold

« SNM is the voltage offset that can be tolerated without compromising
functionality
= Static (pessimistic) metric determined by a DC analysis

ECOLE POLYTECHNIQUE
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Static Noise Margin - Hold

« SNM is evaluated from the VTC of the separated (no feedback) bitcell

Inverters | ——————
Y T i —— Left inverter
0zH Right inverter| |
M3 k)— —(4 M6
Q QB Q QB -

|v|1|— —||v|4

1. Plot both VTCs on the same graph

2. Find the maximum square that fits into the
VTC (defined by the largest diagonal)

3. The SNM is defined as the side of the
maximum square.

ECOL YTECHNIQUE
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Static Noise Margin - Read

 What happens during Read?
= Similar to HOLD, but include the access transistors

_ o)
[ T T - 7
WL M3 k— —(4 M6 WL
Vo M27E.:.g M5 Voo

] o A
mi|H L [wa G8 L .
TS

j // 1 T
M6/E| M5 IVIB,I:l M2
Q
QB QB a
M4 M1
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Static Noise Margin - Write

 What happens during Write?
= The two sides are now different. :I/

Wi/h%hﬁ;jw i 1
VDDﬁ - Mll_ _le\QB :r

= = = —O|M6

Write a Q=1 QB

BLB
~

=
o 1\
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Static Noise Margin - Write

ECOLE POLYTECHNIQUE
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QB =

fl

M2

Q
A

If there is a stable
point here, the
wrong data is

| / written!

» OB




Alternative Write SNM Definition

Write SNM depends on the cell’s separatrix, therefore alternative definitions
have been proposed.

For example, add a DC Voltage (VBLB) to the 0 bitline and see how high it
can be and still flip the cell.

j{'j

M2

QB

VBLB > QB
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SNM for Variability

« Modern process technologies suffer from parameter uncertainties (i.e.,

transistor parameters can vary over a large rage within a single chip)

-(I’fl-

lL [L)L‘tTl(_.IINJ L

..........

.................

Stronger PMOS or NMOS (Sg,S,)
SNM even for typical cell

[Ref: J. Ryan, GLSVLSI'07]




Process Variations affect SNM of Memory Cells

« Static Noise Margin (SNM): Maximum amount of voltage noise on internal
nodes of SRAM cells before data is lost
= Simulation of 6T SRAM Cell in 65nm CMOS

0 0.1 0.2 0.3 0.4 0 0.05 0.1 0.15 0.2 0.25

v, V] v, V]
Good SNM: robust Operation at 250mV is critical
operation at 400mV since SNM diminishes
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SNM for Variability

« At low voltages, even ‘off’ transistors play a role, especially when variability
causes large leakage
= Degradation of lon/loff ratio VTC of SRAM cell inverters
0.4 : .

vV Strong nMOS

DD

with high leakage
0 L ] & &
M%

O

_|_IVM ‘
Voo M‘ ][ _V;J'_I__V -
N i

L T ]

2

Leakage 4 Leakage
current |_ 1 current
==

Leakage and within die variability . ‘
limit minimum operating voltage 0 0.1 0.2 0.3 0.4
(e.g., data retention voltage) Vi (V)

- (B
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Dynamic Random Access Memory (DRAM)

« SRAM typically provides not enough density due to the large bit-cell
» Requires 6 transistors for each bit to implement a bi-stable storage and 2 access transistors

 Dynamic storage: significantly more compact bit-cell

BL
= Data is stored as charge on some form of capacitor Cs WL

= Asingle transistor (M1), controlled by the word-line (WL) _'|'_
IS used to access the storage capacitor from the BL

* Typical In a special DRAM process -
IS (F: feature size of the process) L

= For comparison: SRAM cell size in standard CMOS is

around 120-150 F? (>32nm) and >200 below 16nm Cpy - !
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1T-1C DRAM Fabrication

Capacitor
M ; word
« Standard process
. . . Si0;
= Capacitor made from poly/diffusion N
. . ¢ Uxice Diffused
= Large area required for the capacitor R e bit ine =
. naueceiasy Polysilicon gyes' —
= Used mostly in 1970s and 1980s plate b gate | Plat
Insulatix\;olt(;::gf "-,.—.. Cell plate Capacntor dielectric layer

« Stacked capacitor

= Capacitor based on a special plate
capacitor on top of the bit cell

Transfer gate " Isolation
Storage electrode

Transfar gate  pigo

¢ TrenCh CapaCItOF illllu-'u-:::ulu-luululi Bit line

e W WEs W ees W ae ] 4 =
= 3D capacitor located under the bit-cell | “ e P i O
= Requires deep trenches which are B —e |
tricky to fabricate ' 2
. Trench capacitor Substrate-plate
= Most often used today in dense DRAMs (1M -16M) (64M - 1G)

(|
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DRAM Read & Write Access

« Write and read through same access transistor

. Write access: R\ V4
VDD+VT VDD+VT BL
WL i SN
My |SN
.——
1Cs
= Storage node (SN) capacitor Cs is charged/dis-charged according
to BL when WL is asserted Co, —
= Writing a strong “1” can be achieved by over-driving the WL L

ECOLE POLYTECH
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DRAM Read & Write Access

 Read and write through same access transistor

.+ Read access: WEZD S/
= Pre-charge BL to VDD/2 BL

' VDD

= WL is activated connecting

the SN to the bit line BL
» Charge-sharing between

Cg, and Cs . — a
Cs . Cs
(Cs + Cgy) : e~

AVpp = (VSN - VBL)

(VDD/2) - Cg i o e —
AV | < ——>—=2> ] S b VDD .
N (P SAE : :
= Once BL develops a sufficient
offset, the sense amplifier (SA)

IS enabled with SAE =

Vref
« Depending on the SA type, the SA feedback may pull the BL SAE
and the SN to ‘1’ or ‘0’ (restore the SN voltage)

92
Z
| |
I

3
\ 4
@
r-.
|
I

P
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DRAM Retention

e Between read and write accesses the DRAM is

in retention mode WE=‘L§7
= |eakage currents through M1 degrade the SN level over time BL
] . WL GND ) UL T
* |deal retention: Gate
no read/no write BL ) \ __________________________________________ | M1Lﬁikage
= BL is biased to balance both R Sub-vT Y Cs
0/1 retention leakage optimally =~ SN oo leakage T
* Not necessarily VDD/2, depending on transistor characteristics —
 Non-ideal retention: 4
= BL is biased only between read- and write-access cycles CgL —=
= During read and write: BL is temporarily at VDD or GND, leading =
to an overall slightly increased leakage Vref
DRAM NEEDS REFRESH!! w
)
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DRAM Refresh

- Dataretention time (DRT) Is determined by storage node capacitor and
leakage currents
= Depends on technology and temperature
» Typical DRT for dedicated DRAM chips are in the order of tens of milliseconds

« Dynamic memories (DRAM) need refresh se'e";“"s Bl
» Refresh = reading data, restoring logic levels and writing Read data bits
data back to the storage cells Y
= Refresh rate depends on the DRT Res“’;e values
= Every refresh cycle refreshes one entire memory row Rewrite bits |

 Refresh overhead depends on the retention time and the number of rows

ECOLE YTECI
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DRAM QOrganization

« Large DRAM memories are organized hierarchically

| m—

bank

DRAM

Memory array

Row de¢gder

banlﬁ'f
1
ol

Sense amplifier

Column decoder

@

(|
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Channels
DIMMs
Ranks
Chips
Banks
Rows

Columns
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DRAM Access

« DRAM access is broken into several steps, based on the structure
= Row access is slow due to the difficult sensing procedure
= Each row contains a large number of bits (fewer rows allow to refresh many bits in parallel)
= Destructive read-access: each row access requires restore |

 Access procedure:

= Row access: provide row address and read data from
storage array into the row buffer (latches)

= Column access: provide column address and read or
write data from/to row buffer

» Precharge: write row buffer back to storage array and
prepare for next read by precharging the BLs

 Row access is expensive: often followed by bursts from the row buffer

P
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DRAM Access Example (Burst Read)

Figure 25-6. Timing Waveform for Basic SDRAM Read Operation

EMICLK WW_\_/—\_N

EM1CS[0) i |
l t
emiDoM /' ])\ l
| |
EM1BA Bank
X ] ]7(
| |
EMIA X Row X Col X
| |
EM1D ) ; { p1 X 2 X p3 X pa X ps X pe X o7 X b8 )
|
| ¢
EM1RAS \ | / |
l |
EM1CAS { \ | /
EMIWE : :
)
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DRAM Scaling Trends

« DRAM technologies behind CMOS In feature size (today: ~10-12nm, BULK)
& scaling is slowing down significantly

» Main issue: shrinking cell capacitor area while maintaining its capacitance (~7f F)
» Use of isolation materials with very high dielectric constants (K>50)

= Other concern: keeping access transistor leakage low and compatibility with trench capacitors

DRAM Cell Size Trend & Prediction

a g @-Samsun, g
\\\ X1 0_4 pmz 0.95x nix
\\\ *
'\\ T H.;g.‘! NA = 0.9x |
\ Ld
D2x FinFET (?7) D?’a gz’b
P: HKMG >
0.85x (D a) ( ﬁ

h\ 19nm Cap.: STO/Ru

[ o o 4P —— ZEE T, 0.8 I I I
S 9" B, o — I His
: 0.75x
@ (44] ss 1 D2x D2y D22 D1x
2010 2020 2030 2036

https://www.techinsights.com/blog/dram-scaling-trend-and-beyond
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External DRAM Is a Bottleneck

100x-1000x Power

Off-chip data movement

100x-1000x Lower Bandwidth

Significantly higher BOM and
3rd party dependencies

SoC

External memory should be avoided at all costs and if needed,
access should be minimized

ECOLE POLYTECHNIQUE
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Memory Is the Limiting Factor

Memories are the limiting factor for cost and energy
« On-chip memories have a poor area density and often dominate chip area and

cost iIn many computing systems
 Memory often accounts for >50% of the active power and for 100% of the power

during sleep/standby periods in low-power systems

Automotive ML/AIl & Server

loT & MCU Mobile

608 PUs

aaaaa

rocessi

Graphcore IPU, 16nm

Tesla FSD, 14nm

MediaTek MT3620, 40nm Apple A11, 10nm

Sham 3504 31% 36% 75% e
= (&)

(gl |
LCOLE POLYTECHNIQUE Dr. Andreas Burg
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Gain Cell Embedded DRAM (eDRAM)

« DRAM on a standard CMOS process

= Storage capacitor is a parasitic capacitor (gate capacitance + other parasitics)
» 1 access transistor for write

= 1-2 access transistors for read

y'.l"‘"i'llﬂ‘ll _

WWL =

| & jﬂﬁ rs vrL e m
PW\_O( MR |v|w4| MS o ‘

S RWL 1 ot i §

2T and 3T Gain Cell with ~70F? per bit

R
asa
x=

RBL

WBL]
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2T Gain Cell eDRAM: Basic Operating Principle

« Write port (WWL & WBL), storage cap, and read port (RWL & RBL)
= Different combinations of PMOS and NMOS transistors
» Use of different threshold options

Voo é;; oo ?
Uj WwL hwm
* Write operation: R Mj e MR_I
-~ L ~J
= Boosted WWL, above VDD for NMOS, - Tow g, 2 Tow g
below V¢ for PMOS = ( )Rwa—jﬂ = (;)m——\f
o) GND
 Read.:
m . -di ’BOOST iﬂo VBoost ﬁ“
PMOS MR: Pre dl‘sc,harge RBL, h o i
raise RWL -> SN=‘0";: RBL rises GND i GND i —I
SN SN
= NMOS MR: Precharge RBL, lower RWL |—'V'W-¥o| ) I_WITcl k|
2 = = Voo @ = o = oo
= i RWL—f‘A/_\i = RWL——U
(C ) GND ( d) GND

€D\ (&%)
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Gain Cell eDRAM Periodic Refresh

 Dynamic storage mechanism: data deteriorates over time

Write Data
 Need for periodic refresh cycles (read/write) m—— e
- -&E 5C Array gglyéé GC Array sg
= Data arranged in sub-arrays D5 B o B
. ) _‘15 ey =32 :g '§ p =32 ﬁ:g )
» Parallel refresh in all sub-arrays RS E—
« Array availability i
52 GC Array £ 7] & GC Array = 3l H
Tahili clk B oo CHEE oo
Availability [%] = 1 — N | HELEE i

T WBL Buffers WBL Buffers
ret
Read‘ Data

= Typical retention times: T.; = 100us — 1ms ‘
» Typical access/refresh cycle-time: T, = 10ns A
= Typical sub-array size N, =128-256 rows availability: ~98%

Typical array
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Delivering the Highest Density Volatile
Embedded Memories in Standard CMOS

Reduced Cost | Longer Battery-Life | Better Performance

Looking for Engineers and Interns

S
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CATALYST

Mlcrophotographs of RAAAM’s GCRAM Technology Implementatlons in 16nm — 180nm Processes
PORTFOLIO

O GE. IPiLImeseas  BRIDJGE  >>venturess | cowaw
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