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Contribution
● Proposing data processing approaches to remove biases for grade prediction 

tasks

● Adapting adversarial learning architecture to remove bias for grade prediction

● Implementing a testing for multiple 



Motivation
● Grade prediction is an important task to help struggling students and college 

admission

● Equalized odds and equalized opportunities 

● We may need a more fair but less performant approach



Methods:Base Model



Methods: Data construction

Sensitive attribute balancing

Grade label balancing

Final Loss



Methods: Adversarial learning
Model does not 
learn hidden states 
that can be used for 
discrimination



Methods: Adversarial learning

Adversarial loss

Total Loss



Methods: Sensitive feature inclusion
● Default not additional attributes

● Leave out sensitive features in inference

● Include race attribute

● Multiple sensitive features



Experiments: Dataset



Experiments: Dataset



Experiments: Metrics
● True positive rate (opportunities for performing students)

● True negative rate (support for struggling students)

● Accuracy (Overall performance)

● Range of other metrics among subgroups (Fairness)

● Standard deviation of other metrics among subgroups (Fairness)



Results: Label balancing



Results: Adding sensitive attribute



Results: Fairness results



Conclusion
● Adding the race feature is the least fair (it just had the least drop?)

● Adversarial learning is the most fair (is it significant?)

● Equality of outcome approach boosted the accuracy (How true is this?)   



Questions?


