CS-472: Design Technologies for Integrated Systems

Exercise Problem Set 4 Solution Date: 08/10/2024

Topic: Scheduling (cf. slide set 5)

For all problems, consider the following sequencing graph.

Figure 1: Sequencing graph



Problem 1

Assume all operations have unit execution delay.

(a) Schedule the graph with ASAP.
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(c) Compute the mobility of each operation.
Ans: iy =250 = Lips = Lpa = 15 ps = 2516 = 337 = 15 pg = 2519 = 35 pao = 15



Problem 2

Schedule the sequencing graph using the list algorithm with at most two multipliers
and one adder (at the same time per level). Assume that the multiplier takes two units
of time and the adder one. Try to obtain the minimum latency subject to the resource
bounds.

Ans: The minimum latency is 7. Following is one possible scheduling (the solution is
not unique).




Problem 3

Assume again that the multiplier takes two units of time and the adder one, and that at
most two multipliers and one adder are available at the same time.

(a) Write down the integer linear programming (ILP) inequalities describing the se-
quencing graph and subject to the resource constraints. Use an upper bound on
the latency A\ = 0.

Ans:
Operations start once:

10
ay=1i=1,...,10,n
=1

Sequencing relations:

10

> (ray) = 1>0 (NOP — vy)
=1

10 10

S (rws)) =) (L) —1>0 (vy — vg)
=1 =1

10 10

Z(l . IlO,l) — Z(l . l‘&l) —1 Z 0 (Ug — UlO)
=1 =1

10 10

S (wn) = (1-m100) =220 (vi0 — vp)
=1 =1

10

> (a5 —1>0 (NOP — v5)
=1

10 10

S (rws) =) (lras) =120 (vs — vs)
=1 =1

10

D (1wg) = 1>0 (NOP — w;)
=1

10 10

> (lwe)) =) (1-a6) —2>0 (v — o)
=1 =1

10 10

> (lwn) = (1-wg) =2>0 (v — vp)
=1 =1



S (loxa) =120 (NOP — v,)
=1

10 10

Z(l . .T4,l) — Z(l : .%'27[) —22>0 (UQ — U4)
=1 =1

10 10

Z(l . .T7,l) — Z(l . .%'47[) —2>0 <U4 — U7)
=1 =1

10 10

Z(l . xlO,l) — Z(l . I7’l) —1>0 (U7 — UIO)
=1 =1

10
> (l-x5)—1>0 (NOP — v3)
=1

10 10
Z(l . .T4,l) — Z(l . 1'371) —1>0 (Ug — U4)
=1 =1

Resource bounds:

At most one adder: xy;+x3; + 25, + 27 +ws; <1,0=1,...,10
At most two multipliers: T21 + T4 + Te,1 + T91 + T10,1 <2
Tog—1 + Tog + Tag—1 + Tag + Tey—1 + Ty + Toi—1 + Toy + Tr0y-1 + Tiog < 2,0=2,...,10

(b) What variable assignment correspond to the solution you obtained in Problem 2?
Plug these values into the inequalities. Are they all satisfied?
ANs: T1p = Ty = T3] = Ty3 = Ts53 = Tep = T75 = Tgy = Tgg = Ti06 = Tng = 1; all
other variables are 0. All inequalities are satisfied as this is a valid scheduling.



Problem 4

Assume now all operations have unit delays. Consider an upper bound on the latency
A = 5. Use a force calculation schedule the colored operation (node 5) to reduce
concurrency.

cf: Textbook pp. 211-215; slide set 5 pp. 45-53.

Step 0: Obtain ASAP and ALAP schedules (done in Problem 1).

Step 1: Compute the time frames, mobility, probabilities, and type distributions.

Table 1: Time frames obtained from ASAP and ALAP (\ = 5), mobility ;» and probabili-
ties pl(l)

ts tp|Li Ly Ly Ly Ls|p|p(1) pi(2) pi(3) pi(4) pi(5) type
n|l 3|v v vV x x1|2|1/3 1/3 1/3 0 0 adder
vl 2|v v x x x|1|1/2 1/2 0 0 0 | multiplier
vs |1 2|V vV x x x|[1|1/2 1/2 0 0 0 adder
w2 3| x v v x x|1] 0 172 1/2 0 0 | multiplier
vs |1 3|v vV v x x|2|1/3 1/3 1/3 0 0 adder
wl|l 4|v v v v x|3|1/4 1/4 1/4 1/4 0 |multiplier
v |3 4] x x v v x|1| 0 0 172 1/2 0 adder
w2 4| x v v v x|[2] 0 1/3 1/3 1/3 0 adder
v |2 5| x v v v v |3 0 1/4 1/4 1/4 1/4 | multiplier
vl 4 5| x x x v v |1 0 0 0 1/2  1/2 | multiplier
Table 2: Type distributions ¢ (1)
adder multiplier
(1) ¢a(2) q3) ¢4) qa(5) () gm(2)  @m(3)  am(4)  gm(5)
1.2 1.5 1.5 0.8 0 0.75 1.5 1 1 0.75

Visualization of type distributions (for your information only; not necessary to plot):

Type distribution Type distribution
Adders Multipliers

14 14
1.2 12
1 1
0.8 08
0.6 06
0.4 04
0.2 02
0
0 0
L1 L2 L3 L4 L5 L1 L2 L3 L4 L5

Figure 2: Type distribution for adders and multipliers.



Step 2: Compute self-force, PS-force and total force for each possible steps v5 can be
assigned to.
1. Self-force

° Ll: Sel,f_force(57 1) - Qadder(l) - ﬁ(qadder(]-) + qadder(z) + Qadder(3>)
=12-3(1.24+15+1.5) = —0.2

* Ly: self force(5,2) =1.5—3(1.2+ 1.5+ 1.5) = 0.1
* Ly: self _force(5,3) =1.5—3(1.2+ 1.5+ 1.5) = 0.1

2. Predecessor/successor-force (PS-force)

Li: When v5 is in L4, it is not influencing other nodes’ time frame.

Lo: When vs is in Lo, it is influencing vg’s time frame:
PS_force(S, 2) = 1/2(Qadder(3) + Qadder(4)) - 1/3(Qadder(2) + Qadder(?’) + qadder(4))
=1/2(1.54+0.8) —1/3(1.54+ 1.5+ 0.8) = —0.12

Lz: When v5 is in L, it is influencing both vg and v;(’s time frames:
PS_fOT'C@(S, 3) = 1<Qadder<4>) - 1/3(q.adder(2> + Qadder(?)) + Qadder<4)> = —0.47
PS force(10,3) = 1(¢muit(5)) — 1/2(¢mue(4) + quue(5)) = —0.125

3. Total force
e L,: total force(5,1) = self force(5,1) = —0.2
e Ly: total force(5,2) = self force(5,2) + PS_force(8,2) = 0.1 — 0.12 = —0.02

e Ls: total force(5,3) = self force(5,3) + PS_force(8,3) + PS_force(10, 3)
=0.1-047-0.125 = —-0.5

Step 3: Find the smallest total force, thus conclude.
Ans: The smallest force isin L5 , thus we should schedule v5 at this level to reduce
concurrency.



