Midterm recap: basic network operation
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How do hosts exchange

Transport Transport , TCP segments or

4 . . | ' UDP datagrams using sockets

How we configure hosts
and how we send/receive/
forward IP packets

) How we manage medium access
and how we send/receive/
forward frames in the LAN




Next: how to address practical issues...

Same layers, but more complicated/interesting concepts:

* How to do “live tv broadcasting” by also reducing the stress at the source
» use a special case of IP forwarding —> multicast

* How do IP routers populate their forwarding tables?

- do they all use the same routing protocol/policies, even if they belong to different
operators?

» IGP, BGP

« Can we avoid congestion?
- can TCP sources use all the available capacity, without suffering significant losses?
- also, can we ensure that all sources take a “fair share” of the available capacity?
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IP Multicast

e Recall:

Source
- Unicast = source sends data to a unicast IP address,

and a single destination receives it

- Multicast = source sends data to a multicast |IP address,

but multiple destinations receive it Source’s router

B —

« Multicast delivers packets to multiple recipients l |
. : : : Intermediate router
without sending multiple copies from the source % applying pkt replication
o Traffic is replicated at the network layer / l \
« Used only: $ % % Edge routers
- within a single domain (= big network under a single / \
administrative entity, composed of multiple subnets) l

- with UDP (cannot be done with TCP!)

Destinations Destinations Destinations



Typical process

» Destinations subscribe to a multicast group by Source
sending join messages to their routers

- IGMP (Internet Group Management Protocol, in IPv4)
or

- MLD (Multicast Listener Discovery, in IPv6)

Source’s router

B —

* Routers either build distribution tree via a l
reverse path forwarding (PIM) or ntermediate router
use a source-routing approach (BIER) [see next slides] % applying pkt replication
« Source simply sends UDP packets to multicast / l \
address
. Intermediate IP routers between source and q; eD % =dge routers
destinations replicate traffic / l \

Destinations Destinations Destinations



Multicast addresses and groups

» Reserved |IP address spaces:
- |Pv4: 224.0.0.0/4 (i.e. 224.0.0.0 to 239.255.255.255)

- |Pve: ff00::/8, bits 13-16 determine the “scope”:
ff02/16 = same subnet,
ff05/16 = same domain

« Any Source Multicast (ASM) group:
- the group is identified by the multicast address;
- any source can send to this group

« Source Specific Multicast (SSM) group:
- the group is identified by (s, m)

194.199.25.100
source (s)

host 1

multicast group (m)

225.1.2.3
host 3 host 2
destination destination

133.121.11.22  194.199.25.101

where m is a multicast address and s is a (unicast) source |IP address;

- only s can send to this group

- default SSM addresses: 232.0.0.0/8 and ff3x::/96 (x=scope bits; e.qg. ff35::/96 = site-local) [rFc7371

for more details]



PIM: Protocol Independent Multicast (typical example)

A IGMP: join (s,m) Multicast routing (PIM) om s (e.g. a video streaming server)
N 1 “om
1 < : L _tom —1
— R5 N
A
|
|
4 .
B B-—""""""""-
<

Figure explanation:

1. If s sends packets to multicast address m and there are no subscribed
destinations yet, the data is dropped at router RS.

So, we use the following steps:

2. A joins the SSM group (s, m).

3. R1 informs the rest of the network that (s, m) has a member at R1 by using
e.g. the multicast routing protocol PIM-SM; this results in a tree being built.
Data sent by S now reach A.

4. B joins the multicast address m.

5. R4 informs the rest of the network that m has a member at R4; the multicast
routing protocol adds branches to the tree.
Data sent by s now reach both A and B.




PIM: Protocol Independent Multicast

|tom |

W v

supports ASM and SSM A IGMP: join (s.m) _ Muoset rouing (F A
-_ 2 1v r=—————==
exists in 2 versions > — 'g,\ v LU
* PIM-DM (Dense Mode) makes heavy use of \ né% I
broadcast and can be used only in small, 5 ._-4- -------- . // v
tightly controlled networks | - | e
[

* PIM-SM (Sparse Mode) is more reasonable and
is used e.g. for TV distribution

- When used with SSM, PIM-SM uses reverse path forwarding (RPF):
when a router (such as R1) needs to add a receiver, it sends a
PIM/JOIN router message towards the source, using unicast routing

- This creates the distribution tree on the fly

- [PIM-SM for ASM is more complicated; it uses one multicast router as Rendez-vous Point (RP): destination routers create a
tree from RP, using RPF; router closest to source sends source packets to RP; if there exists an interested receiver in the
domain, RP creates a tree from source (using RPF) otherwise drops; destinations create trees from sources, using RPF.]



PIM-enabled routers must keep

per-flow state information
A IGMP: join (s,m) Multicast routing (PIM) o m
m o, 1.3 . 1 tom
1 1 I tom
In addition to longest prefix match, - — L | SLE | |
a multicast IP router does exact match \ \ %%:
U S . ,
for multicast groups g II_ - ,m//ﬁ:
| ol

Multicast state information is dynamically kept in router for every known multicast group:

(s, m)or (*,m) // id of group
valid incoming interfaces // for security
outgoing interfaces // this is the routing info
other information required by multicast routing protocol

This per-flow state information cannot be aggregated based on prefix: scalability issues



BIER (Bit Index Explicit Replication)

Why ? Multicast routing requires routers to keep per-flow state (dynamic, depends on
who listens to the group) and apply exact match

= This causes a stress to backbone routers; so, we need an alternative that scales better

How 7?

BIER uses a centralized entity and an extension header:

- A multicast packet has a BIER header that contains (roughly speaking) the list of destination BIER
routers (Bit-Forwarding Egress Routers, BFERS)

- BIER routers rely on unicast routing in order to determine how to deliver a packet to the set of BFERSs
indicated in the BIER header

- If several BFERs are reached via different next-hops, BIER routers replicate packet

- Then send only a single copy to each next hop for all BFERs that are reached through this next hop
- In this copy, the BIER header is modified accordingly



BIER: example

IGMP: join (s,m)

. | A
A‘ ———————————————————— 1|
IPdest=m| ¢ /

Multicast flow overlay— centralized
(e.g. video distribution control servers or

Multicast VPN or SDN controller)

to {1}|IP dest =m

e R1
l 22 l Id =1 to {1}|IP dest =m
l \"a\
l L/I l l R2 R6
= oa
IGMP: join (s,m) o2
e .
IP dest=m]| +
| 7 < R3
| 1d=3
6T| to {3}|IP dest =m
R4 R8
ld=4 |
| IP dest = m| : I
5b« to {3,4}| IP dest = m

IGMP: join (s,m)

| A
(1.3.4) | | who has (s.m)
members ?
k 1 IP dest=m
v~ S
R7 R5 | |
“5 Id=5 |
to {1,3,4}|IP dest =m
to {3,4}|IP dest =m
Bit Other Bit
Forwarding  Forwarding BIER header IP header
Egress Router Router to {BFERS}| IP dest = m
R1 R7

|[d=1




Group membership information is distributed by an external infrastructure called “multicast flow overlay”, for example: a
special set of servers used to control the distribution of the video content, or a system to manage multicast virtual private
networks using MPLS and BGP (see later in MPLS lecture) or a central network controller (SDN).

All routers on the figure are BIER routers (Bit Forwarding Routers, BFRs). Routers R1-R5 are egress routers (they need to
forward multicast packets to the outside); such routers have a BFR-id, for example R1’s BIER-id is 1.

Router R5 learns from the multicast flow overlay that the group (s,m) has members in routers with BFR-ids 1,3 and 4.

1. Router R5 has an IP multicast packet to send to m, from s. R5 knows that it should send the packet to R1, R3 and R4. From
unicast routing (classic IP forwarding table), R5 finds that R1, R3 and R4 are reached via the same next-hop (R7) therefore R5
sends one packet with BIER header (1,3,4) to R7.

2. From unicast routing, R7 finds that R3 and R4 are reached via the same next-hop (R8) but R1 requires a different next-hop.
Therefore, R7 duplicates the packet and creates 2 packets, one with BIER header (1), sent to R6, and one with BIER header
(3,4), sent to R8.

3a. R6 forwards the packet to R1.

4a, 5a. R1 belongs to the destination list contained in the BIER header, therefore R1 knows it should forward the packet using
classic multicast. The BIER header is removed and the packet is forwarded to the west LAN interface where A can receive it.

3b. From its forwarding table, R8 finds that R3 and R4 are reached via the same next-hop (R4). Therefore, R8 sends the
packet to R4.

4b, 5b. R4 belongs to the destination list contained in the BIER header, therefore R4 knows it should forward the packet using
native multicast. The BIER header becomes (3). 5b. The BIER header is removed and the packet is forwarded to R4’s west
LAN interface where C can receive it.

6b. R4 sends one copy of the packet to R3.
7b. The BIER header is removed and the packet is forwarded to R3’s west LAN interface where B can receive it.



BIER: packet replication

 For each destination BFER, BIER router pre-computes (based on the IP o Lo [ det=m]
forwarding table) a “forwarding bit mask” that indicates the set of N
destination BFERs that are reached by the same next-hop. %2 oy Lo Paest=m al
« To forward a packet, with destination set S, BIER router runs: 7 a e
1. Send a copy to 1lst destination in § with B 3,4 | P dest=m
destination set = SNS,, where S, is the tiﬂﬂhwwhml £o0ipdest=m
forwarding bit mask of 1lst destination. Py R
. . Id=4
2. If S\S, # @, duplicate the packet but with f__ﬁ;;;F;Q?ﬂ

destination S\S; and goto 1; else break.

BIER Index Forwarding Table at R7 IP Forwarding Table at R7
Example at router R7: Dest. | Forwarding bit | Next- Dest. IP | Next-
R7 receives packet with destination set S = {1,3,4}: BFER mask Hop addr Hop
1. First destination in S'is 1, R7 uses Bier Index Forwarding table and finds ] (1,2} R6 R R6

that the forwarding bit mask for destination 1is §; = {1,2}: sends a copy
of packet to next-hop (R6), with destination set S'=Sn S, = {1}

2. 8" =5\{1,2} = {3,4} is not empty; R7 duplicates packet with destination
S” and applies the same: first destination is 3, so R7 sends a copy to

{1,2} R6 R2 R6

(3,4} RS R3 RS

3. Now {3,4}\{3.,4} = @, so it breaks.

2
3

next-hop (R8) with destination set {3,4}. 4 (3,4} R8 R4 R8
5

(5} R5 R5 R5




How to optimize processing at BIER Routers?

» For each destination BFER, BIER router encodes the forwarding bit mask

in a bitstring
- example for 5 possible BFERSs:

Destination BFERs = {1,3,4} —> bitstring = 01101
Destination BFERs = {3,4} —> bitstring = 01100
Destination BFERs = {1} —> bitstring = 00001

* Set intersection becomes a bitwise AND with mask
» Set difference becomes a bitwise AND with the bit-inverted mask

* More complicated mechanisms exist, if the #of BFERs is large [RFC 8279]

Example of BIER forwarding at router R7:

R7 receives packet with (bitstring) BIER header = 01101

1. Least significant destination is 1. R7 looks into Bier Index Forwarding table
and finds the corresponding mask; then applies an AND of the BIER
header with the mask 00011 and sends a copy of packet to next-hop (R6)
with header bitstring = 00001; R7 computes the remaining bitstring (by
AND-ing the BIER header with inverse of mask) as 01100.

2. The outcome is non-zero; so R7 processes the remaining bistring = 01100
by applying the same: least significant destination is 3; so R7 sends a copy
to next-hop (R8) with header 01100.

3. Now, the remaining bitstring is all-zeros (00000); so it breaks.

R1

1d =1 \Lto {1} | IP dest

=m |

N

R2 R6

|to{1}|IPdest=m| 1|:
q\ A—

1d=3
1450 {3} | IP dest =m |

R4

Id=4

R8

— e e

4? to{3,4} | IP dest=m |

Bier Index Forwarding Table at

R5
1d=5 [

‘,J

{1,3,4} | IP dest=m

| BIER Table contains |

Dest. Forwarding bit | Next-

BFER mask Hop
1 0 0011 R6
2 0 0011 R6
3 01100 R8
4 01100 R8
5 1 0000 R5

/| to¢4}|IPdest:m|
3b

static info, .
no per-flow state ~ §




BIER Routers — recap

* [n addition to IP unicast forwarding table (longest prefix
match), a BIER router does bitstring processing using a
bit forwarding table

« A Bit Forwarding Ingress Router (BFIR, such as R5) must
map destination multicast address to a BIER header
- requires out of band mechanism
- this is the only (dynamic) per-flow information cached by BIER
» BIER forwarding table, called Bit Index forwarding table,

is automatically derived from router’s unicast IP
forwarding table.

 Inside a BIER domain, multicast packets have an

additional header and the IP destination address is not
used (tunneling).

Multiple BIER domains can be interconnected by BFIR-
BFER interconnection.

Id =1 \Lto {1} | IP dest

=m |

N

R2 R6

1450 {3} | IP dest =m |

R4
Id=4

R8

— e e

4? to{3,4} | IP dest=m |

Bier Index Forwarding Table at

EmE== \\—[

,3,4} | IP dest=m

/ i
/| to {3;}| IP dest =m
3b

| BIER Table contains |

Dest. Forwarding bit | Next-

BFER mask Hop
1 0 0011 R6
2 0 0011 R6
3 01100 R8
4 01100 R8
5 1 0000 R5

static info, .
no per-flow state  §




Is there Multicast ARP (address resolution protocol)?

* No, multicast MAC address is algorithmically

derived from multicast IP address: ¥ 1st bit of hextet is O %
- Last 23 bits of IPv4 multicast address T
are used '|n MAC addregs MAC mu}/cast adar. Used for
- Last 32 bits of IPv6 multicast address 01005 (\‘())( XXX Pva multicast
are used in MAC address “UU-0B YA-AA va mutticas
33-33-XX-XX-XX-XX IPv6 multicast

* Note: IP dest address 229.130.54.207
- Multicast MAC address depends only on multlpast P IP dest address (hexa) 05-82-36-cf
address m, not on source address s, even if mis an SSM
address IP dest address (bin) ...-10000010-...
- Several multicast IP addresses may yield the same MAC Keep last 23 bits (bin) ...-00000010-...
address )
, , Keep last 23 bits (hexa) 02-36-cf
- packets received unnecessarily at the MAC layer are
removed by the OS; hopefully this happens rarely MAC address 01-00-5e-02-36-cf




MAC Multicast: how do switches handle multicast frames?

B listens to S t toh .
D - 229.130.54.207 ome (no.n smart) switches simply
MAC Dest Addr - treat multicast frames as
1 :00:5€:02:36:cf C listens to broadcast.
m ré non-smart [ ] [Te=1229.130.54.207
° . | ]
L switch
D does not listen to ,

D 229.130.54.207 Some smarter switches:

* listen to IGMP/MLD subscription
messages and overhear who

B listens to listens

D 229.130.54.207 _ | .
* deliver only to intended recipients

MAC Dest Addr

btuw=m01:00:5e:02:36:Cf C listens to (|G||\/||D or MLD snooping)
B - smart | 229.130.54.207 * but do not distinguish SSM from
L switch — ASM.

D does not listen to
229.130.54.207



Security of IP Multicast

IP multicast w/ or w/o BIER makes attacks easier (e.g. Denial of Service, witty worm)

mitigations: limit multicast rate and number of groups;
control which multicast group is allowed (access lists)

SSM is safer as routers and destination can reject unwanted sources

IGMP/MLD is not secure and has the same problems as ARP/NDP

mitigated by same mechanisms: sniffing switches observe all traffic and
implement access control

Multicast-capable networks must deploy exhaustive filtering and monitoring tools to
limit potential damage.



Multicast in Practice

* Multicast is good for sources : one packet sent for
n destinations -- replication is done O(log(n)) times

* Multicast is not supported everywhere, but is used in:

Internet TV distribution (PIM-SM / BIER)
EPFL and other academic networks (PIM-SM)
Data Center Virtualization Services (BIER)

some corporate networks for news, sensor streaming, time
synchronization, large videoconferences etc...

industrial networks (smart grids, factory automation)

* Works only with UDP, not with TCP (not easy to handle
TCP acks from multiple receivers?)
- need to handle errors, usually via redundancy (extra traffic)

® PMU locations
-  Twisted Pairs
== Optical link

BC

I Loads

3D~ Transformers




S ay W h at I S tru e A IGMP: join m | Multicast routin

system must first join the group with IGMP or MLD

Al C. A system can know whether a packet is multicast
. None by analyzing the IP destination address.

| don't know

A. A B M V Go to web.speakup.info or

B B « | | | ca Vo download speakup app
Join room

C. C 46045

D. Aand B A. In order to send to a multicast group a system

E. Aand C must first join the group with IGMP or MLD

F BandC B. In order to receive from a multicast group a

G

H

.


https://web.speakup.info/
https://web.speakup.info/

Solution

F



R is a backbone router used for multicast distribution.
In which case must R keep per-flow information ?

OO w P

E.

If R uses PIM-SM as multicast routing protocol
It R uses BIER as multicast routing protocol

In both cases

In neither case

| don't know

Go to web.speakup.info or
download speakup app

Join room
46045
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R is an ingress edge router used for multicast distribution.
In which case must R cache per-flow information ?

If R uses PIM-SM as multicast routing protocol
It R uses BIER as multicast routing protocol

In both cases

In neither case

E. | don't know

OO w P

Go to web.speakup.info or
download speakup app

Join room
46045


https://web.speakup.info/
https://web.speakup.info/

Solution

Answer to first guestion: A
Answer to second question: C (A and B)

With PIM-SM, all routers keep per-flow
information.

With BIER, only ingress routers (such as
R5 on the figure) need to cache per-flow
information.

B

r

1d=3

00001 | 1P dest=m |

S

at router RS.

R6

00100 | IP dest =m |

R4
Id=4

4b

R8

= W at]

101100 | IP dest =m |

00001 | IP dest =m | \
‘.\

R7

—

1 8 sends packets to mul
there is no member, the

2 A jomns the SSM grouy

who n¢

[E

R5
1d=5

01101 | IP dest =m
%1100[ IP dest = m |

3b



The destination MAC address is...

A.

m

A group address derived from the last
23 bits of the IPv6 target address

. A group address derived from the last

24 bits of the IPv6 target address

. A group address derived from the last

32 bits of the IPv6 target address

. A broadcast address

The MAC address of an ARP server
| don’t know

Packet 1 arrived at 11:55:22.298
Packet size = 86 bytes
Destination = 33:33:ff:01:00:01

Source = 3c:QZab4:3e:ab:f2
Ethertype =(0x86dd
————— IP Header -----

Version = 6
Traffic class =0x00000000
0000 00.. .. i it eee au

Payload lengtk 32
Nem‘?ﬁ‘?"-‘“ ICMP for IPv6
Hop limit= 2

Source address = 2001:

Destination address

: : +1:80b2:9
ff02::1:£f01:1

solicited node mu



Solution

Answer C

For multicast, the destination MAC address is automatically derived from

the IP destination MAC address, by taking the last 32 bits (IPv6) or the last
23 bits (IPv4).

The IPv6 destination address is ff02::1:1f01:1

The last 32 bits correspond to the last 8 hexadecimal symbols, i.e. ff0O1:1;
In uncompressed form, the 8 hexadecimal symbols are ff01:0001. The
MAC destination address is therefore 33:33:1:01:00:01



Summary

* |P multicast came as an after-thought and uses a different principle than IP
unicast (exact match versus longest prefix match)—deployed only in
specific network domains

* |P multicast addresses cannot be aggregatead

 Traditional multicast (PIM) requires per-flow state in routers —> does not
scale well

* BIER avoids this problem

* BIER uses a different forwarding principle, based on bistrings (which
represent sets of destinations).



