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This document is under construction. It is not complete neither full-proof yet (a
coffee is offered for anyone spotting typos). Every week of the course correspond
to one chapter of these notes. 1 will provide updates of these notes when required.

I ask you to read the chapter of the week BEFORE the class. During the class
(Mondays pm), I will prepare a short number of questions to kick off the discussion and
we will review together the content of the material. We will also review / correct problems
you encountered during the exercices.

Chapters 7 and 12 - respectively on thermo-poroelasticity and multiphase flow are NOT
directly part of the course (no quiz questions will be asked on this material) - but can be
useful for advanced projects that you may do in the future.
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Organization

In this course, we will use the finite element method to solve geomechanical problem - using
iso-parametric continuous Galerkin techniques. You should all have followed an introductory
course in finite element to properly follow this course (as well as continuum mechanics,
soil, groundwater seepage and rock mechanics course). For background, I refer you to the
textbooks of Zienkiewicz & Taylor (2005) and Hughes, T.J.R. (1987) '.

During the first half of the course, we will use and further develop a set of finite element
routines in Python for i) steady state groundwater flow problem (confined and unconfined
cases), ii) transient groundwater flow problem, iii) elasticity and finally iv) poro-elasticity (i.e.
when flow and mechanical deformation becomes coupled and leads to undrained / drained
responses). During that first half of the semester, we will go in-depth in the required finite
element routines and algorithms. We will distribute a set of already coded routine via GitHub
- you will have to code up scripts and some specific functions / code parts. Every week, we
will issue a new release (containing the corrections), therefore slowly building everything we
need to tackle the next week exercise. You will have an homework assigment for which you
will be using this set of routines (with a short report and the code as deliverables). This
assignment will be given in week 7 of the course and will have to be handed out at the end
of the semester (December 23).

In the second part of the course (from week 8 on), we will account for the non-linear me-
chanical behavior of geomaterials. We will discuss and derive numerical schemes for plasticity
and poro—plasticity, but instead of coding up everything ourselves, we will use a commercial
Finite Element software: OptumG2, tailored for the solution of rigid-plastic and elastoplastic
problems encountered in geotechnical engineering.

Although this course focus solely on the finite element method, other numerical methods
exist to solve geomechanical problems (all methods have their advantages and drawbacks
depending on the problem to solve). Therefore, in team of two, you will have to research and
prepare a 15 minutes presentation to all the class on a given numerical method not covered
during this course (we will assign randomly different numerical methods to the different teams
by week 3). These presentations will take place during weeks 12/13.

Two multiple choice tests will occur (week 6 and week 13).

LA large number of other good textbooks also exist.
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Chapter 1

Introduction / preliminaries

We will use the finite element method (FEM) to solve porous media flow and poromechanical
problems encountered in geomechanics. I will assume a knowledge of continuum mechanics,
fluid mechanics, but also description and mechanical behavior of soils and rocks, theory of
groundwater flow. I will provide quick recaps when needed. Appendix A contains basic
recap of continuum mechanics, the other appendices recalls the different PDE! operators in
cartesian, cylindrical and spherical coordinates systems.

1.1 Notation

The laws of conservation of mass and balance of momentum combined with constitutive
relations for the behavior of (here porous) material yield sets of partial differential equations
(PDEs). We will use indicial notation when deriving / writing partial differential equation
prior to their discretization.

We will use an orthornormal cartesian coordinates system: ey, es(, e3)? - otherwise stated.
We will denote ng = 2 for 2D and ng = 3 for 3D problems. For sake of clarity, I may often
‘confuse’ the notation writting 7 = x, o = y (, 3 = z) in order to lighten the presentation
- it should be readily understandable from the context.

Vector v with components (v, v, v3) will be noted as v;, i = 1, 3 (or ¢ = 1, 2 in 2D),
second order tensor with components o;; , i, j = 1, 3 (4, j = 1, 2 in 2D), fourth order tensor
cijii - We will use the convention of summation on repeated (so called dummy) indices
otherwise stated, i.e. Zj:1,3 oijn; = o;;n; ete.

Spatial gradient of scalar field a and divergence of vector v will be written as :

da ov;
a; V.v= Bz,

Va

= Ui,i

!Partial Differential Equations
2We will mostly do 2D problems.
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and gradient of vector v and divergence of tensor o as:

_ o _ -
31‘] 12,

Vv =

=a;; V.o

0z
Times derivatives on the other hand will be written as usual e.g.

of
e 8tf
ot
When discussing finite element matrices, the use of indicial notation quickly becomes too
heavy. It is useful to then adopt an indez-free notation. Aside from avoiding the prolifer-
ation of indices, we will see that this notation will help better understanding the computer

implementation. In particular, we will write vector in bold and lower letter, e.g.

U1
VvV = (%)
V2

and matrices in bold and capitals

di1 dio
D =
{ do1 dao }

There is a direct correspondance with the indicial notation, and matrix product vector are
written as

T T
D.-v= dijvj vV -V =0;0; vi-D-v= Uidijvj = dij’Uin

1.2 Mesh description

We will use mostly 2D unstructured meshes made of triangles as per figure 1.1. In the
following notes, if the problem dimension is not stated explicitely, it is 2D. A domain € is
meshed by a tessellation 7 defined as the combination of n. triangular elements and there is
n, nodes in such a mesh. It is described by:

1. a table containing the spatial coordinates of all the nodes in the mesh, e.g. in 2D an
array of size n,, X 2:

Ty T
2 2
Ty Ty
i i
Ty T
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Figure 1.1: Exemple of a triangular mesh - connectivity table.
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2. a connectivity table, describing the vertex (nodes) of each element. For a triangular
linear mesh, it is an array of size n. x 3 : row ¢ corresponding to element ¢, and the
columns correspond to the index of the first, second and third nodes of that triangle.
(see fig. 1.1 for an example). Note that for a mesh made of quadratic triangle the
connectivity array will have a size n. x 6 (and so on for other elements).

We will use Mesh2D, a matlab library to generate unstructured triangular meshes. We ship
it with our finite element routines, a number of examples are included. In this first week, you
will build a mesh for the configuration of a sheet pile wall. We will use that mesh to solve
the steady-state groundwater flow next week.

1.3 Iso-parametric element

We denote by isoparametric element, an element for which the same shape functions are used
to define the element’s geometrical shape and the spatial variation of the unknown within
the element.

The domain Q¢ of a given triangle can be mapped to a reference/unit triangular element

by a map? - see Figure 1.2. That means that a point £ =

VR

g ) in the unit reference triangle

can be related to the coordinate of a point x = < 1 )

. by a linear mappin
o y Yy pping

3
X = Z Na(g)xz
a=1

where x¢ is the coordinates of node @ on the linear triangle. N, are the corresponding shape
functions. Figure 1.2 provides the definition of the linear 3 nodes triangle (also named CST
for constant strain triangle as the derivatives are uniform inside the element). We recall that
the jacobian matrix of the transformation x — £ is

(‘9@-
9¢;
and the jacobian determinant of the transformation is denoted j = det(J).
We will use iso-parametric element, which means that we will discretize partial differential
equations using the same interpolation for the unknowns -say a scalar field u(z, y)- as for the

spatial coordinates. As a result, the unknowns will be located at the node of the mesh, and
we will write for x in the domain ¢ of triangle e

Jij =

ulz,y) = u(x) =Y Na(€(x))ug

3Such a map is linear for a linear 3 nodes triangle.
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J & ()Li/ 75 /
(‘o/u) L/‘z’_\

/'\y

=+ ()

| Node | coord. (&) | Na(€,n) | (9eNa,9,N,) |

1 (0,0) 1-¢&—n (—-1,-1)
2 (0,1) n (0,1)
3 (1,0) 13 (1,0)

Figure 1.2: Linear Triangle - Tri3

where u¢ denotes the value of the scalar field at the node a of element e. It can be directly
extended to a vector of unknowns u (containing for example the displacement in the z and
y directions), e.g.:

Note that a recall of Gaussian integration rules in 1 and 2D dimensions can be found in
appendix C.

1.4 Estimating the gradient from the knowledge of nodal
values

In a number of cases, we will solve a pde (partial differential equation) in terms of a primary
variable, say for example a scalar field h. After solution of the resulting system, we will
have values of this field at the nodes of the mesh. It is often important to then estimate
quantities related to the spatial gradient (the spatial derivatives) of the primary unknown.
This is notably the case in elasticity where one solve for the displacement vector and then
want to estimate the stress tensor. Similarly in the case of groundwater flow, we will solve
for the piezometric head h (or the pore pressure p) and then often wants to estimate the flux
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(the relative discharge) q which is directly related to the gradient of the piezometric head
via Darcy’s law:
q; = _Kij X h,j (11)

where Kj; is the hydraulic conductivity tensor (dimensions of m/s) - sometimes in geotechnics
refeered to as the permeability coefficient tensor.

We see that if we use linear triangle (TRI3) finite element as described in figure 1.2, the
spatial derivatives of the shape function are uniform over the element. In other words, the
flux ¢; is uniform over the element. We clearly see that generally if shape functions of order
p are used, the derivatives of the field will vary as p — 1 over the element. Gauss integration
allow to integrate exactly a polynomial of order p = 2n, — 1 with n, integration point. A
constant field over the triangle can thus be integrated by simply multiplying its constant
value by the element area - and the location of the corresponding Gauss point is the element
centroid. For any order of interpolation (or for the bi-linear quadrilateral), the derivatives of
the field are obtained at Gauss integration points.

For a mesh of linear triangle (TRI3), the flux (1.1) can thus be obtained at the centroid
of each element. Plotting the results may not be very easy for very unstructured mesh -
it would be better to have the flux expressed at the nodes in order to use built-in plotting
function (of Matlab) to display the component of the flux.

1.4.1 Projection

It is often useful for post-processing to estimate the gradient at the nodes from the knowledge
of the field solution at the nodes - for example to ease plotting, estimate flux at boundaries
etc. This can be done via finite element - a procedure often denoted projection. The term
projection refers to the fact that we project the gradient for the original FE space which
is typically CO only between elements (i.e. where the gradient is discontinuous between
elements) to a space where the gradient are continuous between element. We discuss here
how to do that for the case of Darcy flow - restricting to 2D for clarity. The same can be for
stresses in mechanics for example.

Assume that we know the value of the piezometric head h at all nodes in the mesh (we
will solve this class of problem next week). We want to estimate the flux vector ¢; at all the
nodes of the mesh. We assume for simplicity that the hydraulic conductivity tensor K;; is
uniform (this can be easily relaxed). We thus need to solve Darcy’s law on the whole domain
Q:

¢i(x;)) = —K;; X h; for all z; in Q i,7=1,2

from the knowledge of the head value h at all nodes of the mesh. Let’s re-write this as two
sub-problem for each component of the flux vector:

q1 = Qr(xz) — _Kg;] X h,] for all ZT; in O J = 172
¢ = qy(x;) = —Ky; X hj for all x; in Q j=1,2
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We can do this by building a weak form. The same procedure apply for both equation
therefore, I write the derivation for g, (it is strictly the same for g, pending using K,;
instead of K,;). Multiplying the previous equation by a test vectorial field v (with the usual
continuity requirement), after integration we obtain

/vqm dV = / v x (—Kyjh;) dV (1.2)
Q 0

which we can obtain by combining the integration over all the elements in the mesh: i.e.
Jo =2 Jo - We now switch to the index-free notation. We write

[ v =3 [ 060,60 V=3 [ o) (K- T, av

where Vh is the gradient (vector) of A . Using a interpolation over the linear triangle of the
same order for v, g, and h, for x in element e

0:(%) = Y Na(€(x))g,

we can rewrite in a vector/matrix form

QI(X) =N- qxe
N = [ Nl(X) NQ(X) Ng(X) :|
I
qx = qaeCZ
U3

Similarly, the derivatives of h are

3
he =2 Nag(£(x))h;

and in matrix form we write

ha
Nigp Nog Nig
Vh=| b 2t L
|:N1,2 N2,2 N3,2:| h2
Vv - 3
VN
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where N; o = 0,,N; etc.
We can therefore rewrite the weak form as

ZveT-( NT-NdV>-qx€:Zv€T-( NT-(—K-VN-he)l,dV>
e Y e N Sl

Qe

J/

~ ~~

Me fox
This can be further re-arranged as nodes are shared between neighbour elements. We can
define a global vector q of length ng x n,, - ng = 2 in 2D (there are 2 components of the flux
vector at each nodes of the mesh), and a global vector h of length n,, (there is one value of
h at each nodes of the mesh).

Then the contribution of the mass matrix of each element can be added at the different
nodes (by looping over the element and mapping the local and global numbering of the
equations). Such a procedure is called assembly, and we will schematically write it as

+M° =M
We finally obtain in matrix form, the following
vi oM. qy, = —v' -f,,

This valid for any value of the test function v, such that we obtain a linear system for qy

M- qgx =1,
The same will results for qy
M-q, =1g,

note that only the right hand side will differ.
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Chapter 2

Confined Steady-state groundwater flow

In this course, a porous media will be defined by its porosity ¢ (also sometimes noted n
in soil mechanics) and intrinsic permeability & (dimension [L?]). In this chapter, we focus
on steady-state fluid flow in porous media. In shallow geotechnical applications, the filling
fluid is typically water, but the theory extend directly to other filling fluids (gas, oil, etc.).
We will restrict to the case of single phase flow. In other words, only a single phase will be
assumed to be filling the pores (liquid water or oil only etc.). Moreover, in this chapter, we
will tackle problems where the phreatic surface location is known a-priori (so-called confined
flow problems).

2.1 Mass conservation

For an unit representative volume element (RVE) of porous media, the conservation of fluid
mass filling the pores of the porous media is expressed in differential form as

0 . . .

%019 ¢ (psa) = psy i =1,2(n2D),3 (in 3D) (2.1)
where py is the fluid density, ¢ the porous medium porosity, ¢; is the fluid filtration vector
and v a possibly existing source/sink term (for example due to an injection).

If you wonder how to obtain this equation - have a look at your groundwater flow course

or fluid mechanics course.

e The first term % corresponds to the time variation of density and porosity in the
unit RVE

e The divergence term (pyq;) ;, express the difference between the flux of fluid mass exiting
and entering the RVE
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¢; is the filtration vector (also called specific discharge or fluid flux). It describes the fluid
motion with respect to the solid, it’s the phase-slip velocity weighted by the fluid volume in
the RVE (i.e the porosity):

Qi=¢<%f—vf)

where vif and v; are the fluid and solid velocity respectively.

2.2 Darcy’s law

The filtration vector desribes the fluid motion. In porous media, such flow is typically non-
inertial (laminar), thus we can draw an anology with Stokes flow -forgetting for a moment
the complex pore structure and assuming for simplicity e.g. a simple pipe. For a Newtonian
fluid of ;i and density py, the fluid balance of momentum -neglecting inertia - simplifies to:

—prgiz — P, + fiy <Uz'f,j + U]fz) =0
where the gravity is positive downward and aligned along ez (e3 is positive upward). §;; is
the Kronecker delta (i.e. d;3 = 1 if ¢ = 3, 0 otherwise). We therefore see - by dimensional
arguments - that the velocity is proportional to p+ prgzs (i.e. remember Bernouilli without
inertia), fluid velocity thus scales as:

;. CIL

XX —

v; (prgdis + Vp)

where C' is a constant of dimension L?. In the case of a flow in a pipe, the solution of
Stokes equation allows to obtain an expression for C' which scales as a? where a is the pipe
radius. Taking the argument, one step further, one can “lump” the complex pore network
connectivity as a network of “pipes” and write the following linear relationship between the

filtration vector and the driving force for the flow:

k
G =——(p+prgzs), (2.2)
iy

The previous euqation is known as Darcy’s law, and & is denoted the intrinsic permeability
(dimension [L?]). The intrinsic permeability depends on: the pore-network geometry, porosity
and “a pore diameter scale” a. It scales with respect to such a lengthscale as k oc a?5(¢). A
number of expression have been put forward for 6(¢). A popular one, working r?)easonably well
N
porous media a < 107% m, hence £ < 107'2m?. The usual unit for the intrinsic permeability

is the Darcy - equal to 1072m? for all practical purposes!.

for an unconsolidated well-sorted sand is the Kozeny-Carman law: k = a? In typical

19.869233 x 10~ '3 m? to be precise.
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In practice, the mobility coefficient x = k/fs is sometimes used, as well as the hydraulic
conductivity K = kprg/ps = kvyy/pp (in m/s).

2.2.1 Piezometric head / Expression for 2D cases

In hydrogeology / and applications near the surface where the fluid filling the pore is water,
the piezometric head h is typically used. In a 3D coordinate system where gravity is positive
downward and aligned along e3 (e3 is positive upward), the piezoemetric head is defined as:

Pr9 Prd

and pyg = 7, is the fluid weight. In 2D, in a coordinate system where the gravity is positive

downward and aligned along es, the piezometric head is defined as
Pr9 Prg

Darcy’s law can be simply rewritten as

k
gi =", = —Kh
M

N3

2.2.2 Permeability tensor

Darcy’s law can be readily extended to account for anisotropy of permeability, by introducing
an permeability tensor k;; or hydraulic permeability coefficient tensor K;, i.e.

¢ = —Kijh;

2.3 Steady-state flow problem

Under steady state conditions, the term involving time derivative disappears from the fluid
mass conservation (2.1) which reduce to
1
— (prai) ;=
Py !

Moreover for a liquid, compressibility is rather small p; ~ p%(1 + B(p — p°)), the spatial
variation of density can thus be safely neglected, and the fluid mass conservation reduces to
the following steady-state volume conservation

Qi =7
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Using Darcy’s law, we obtain the following PDE for the head - in the general case of an
anisotropic permeability:

— (Kijhy) ;= (2.3)
at all points of the flow domain €2 of boundary T

2.3.1 Boundary conditions

In steady-state flow problem, the following type of boundary conditions can be specified:

—qin; = ¢7 on the part of the boundary I',
h = h? (or p=1p7) on the part of the boundary T', (2.4)

where n; denotes the local outward normal to the boundary, ¢ is the prescribed flux, and h¢
the prescribed piezo-metric head. The first type of boundary conditions consist in specifying
the flux discharge vector and is refeered to as a Neumann boundary condition, while when the
second type of boundary conditions (specification of the head which is the main unknown)
is known as a Dirichlet boundary condition. In order for the problem to have an unique
solution, the part of the boundaries where the head and flux are specified should not overlap,
and their union must of course make the whole boundary of the domain e.g.

r,Nnr,=20 r,ur,=r

Other type of conditions will emerge in so-called unconfined flow problems as we shall see
in the next chapter - e.g. line of seepage will be present when solving unconfined problems
numerically (and will be a part of the solution).

2.4 Finite element discretization

We now detail briefly how to solve steady state flow problems (eq.(2.3)) using the finite
element method. We will discretize the domain of interest €2 with finite elements. We first
derive the weak form of the problem, combining the partial differential equation (2.3) with
the boundary conditions (2.4).

2.4.1 Weak form

Let us denote as v a scalar test function with the usual continuity requirement (similar to
the solution for the piezometric head h) such that v = 0 on I', the part of the boundary
where Dirichlet boundary conditions are specified. After multiplying (2.3) by v, integration

over the domain gives
/v x (= (Kighy), ) av = / v x ydV
Q ’ Q
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using Green’s identity (and because v = 0 on I', -i.e. the test function is zero on the part of
the boundary where Dirichlet boundary conditions are applied)

/v,iKijh,jdV:/ UquS+/UX’YdV (25)
Q I, Q

We note that if the imposed flux on I'; are zero (i.e. impermeable boundary conditions), the
corresponding integral disappears - this is why zero flux / Neumann boundary conditions
are denoted as “natural” boundary conditions (we do not need to do anything within the
Finite Element Method: zero flux are imposed “naturally”). Note that we have written the
Neumann condition as —¢;n; = ¢? with n; the outward normal, e.g. so ¢? is positive for an
entering flux.

2.4.2 Finite element discretization

We discretize ) with a mesh 7. For sake of clarity, I specify here the discussion for the
linear triangle element, but the same apply to any other type of isoparametric element.
Using a interpolation over the linear triangle, we have the following interpolation for a point
x within the element e:

h(x) = Na(£()h

a=1

where N, are the corresponding shape functions (See previous chapter) and h¢ the value of
the head at the node a of element e. We will now switch to the index-free notation. We can
rewrite in a vector/matrix form

h(x) = N - h*
N = [ Nl(X> NQ(X) Ng(X) j|
s
he = | hS
hg

where Ny, Ns... are the shape function of the first, second... nodes of the element. We see
that the gradient of h (or v) can be thus directly express as follows over element e

3

ha(x) = 3 Nas(€(0)S

a=1
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or in matrix vector form as

h(x) = VN - h*

where for a linear triangle (in 2D) , the matrix VNN is of size 2 by 3 and is defined as

i 833N1(X> (‘LNg(X) 8xN3(X>
VN = {aywx) 9, () ayN3<x>}

We can re-write the different terms of the weak form (2.5) as sum of the integral over all

elements of the mesh, i.e.
/ LAV =) / - dV
Q — Jae

The details of the element integrals are respectively

e The volume term on the left hand side

/ v6T~(VN)T-K-VN-h6dvzv6T-(/

e

(VN)" . K- VNdV) - he
the middle matrix is usually denoted the element conductivity matrix C*:

Ce = / (VN)" . K - VNdV

e the source/sink integral on the right hand side
/6 v(x)ydV = vl . ( . NT. fde) =vT. fe

e the boundary integral (if one edge of the element lies on the boundary I',, else the
integral is zero)
I

vg?dS = vl . ( NT. quV> =vI. £

e e
q rll

2.4.2.1 Final system

As usual nodes are shared between neighbourhing element, the final weak form can be written

as
ZveT.Ce.he:ZVGT‘f:;_}_ZVeT'fqe

From the element conductivity matrix, we can assemble a global conductivity matrix as
- this is done by proper re-ordering of the equations to add the contribution of each element
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to the entry of a global degree of freedom associated with node i. We schematically write
such an assembly procedure as
C=+4C°
You can have a look at e.g. function AssembleConductivityMatrix to see the step of such
assembly procedure. Similarly, one can assemble the right hand side vectors

+H =1, =1
and as the weak form is valid for any test function v, we obtain the following system

C-h=f,+f
f

2.4.2.2 Application of Dirichlet boundary conditions

In order to apply dirichlet bondary conditions (where the head is fixed), we first need to
tag the necessary nodes. Let us denote this set of nodes as f (f for fixed) and u the
complementary set of nodes where the head is to be solved (and is unknown before the
solution of the problem). As we only need to solve for the unknown nodes, we can write the
previous system only on the subset of unknown nodes:

moving to the righ hand side the contribution of the known fixed head nodes, we obtain the
following system of equations to solve

which can be solved for h* to finally obtain the vector of head at all nodes h. Note also that
instead of the head, the fluid pressure can be applied, i.e. recall that h = p/prg + v so a
boundary condition in pressure can be easily translated into its value for the head.

2.4.2.3 Evaluation of the flux

As discussed in the previous chapter, once the head is known at all nodes of the mesh, the
gradient and flux discharge vector can be obtained at the Gauss integration point of each
element. An additional projection problem can then be solved to obtain the values of the
component of the fluid discharge ¢; at all the nodes of the mesh (usually easier for plotting).

Page 21



Brice Lecampion Computational Geomechanics - 2024

2.5 Extensions

The previous finite element procedure can be readily extended to the case where the hydraulic
conductivity (permeability coefficient tensor) is spatially varying. Indeed, as can be seen from
the discretized weak form, nothing prevent us to specify a different value of permeability in
each element. Programatically, this is typically done by “tagging” elements belonging to the
same material (therefore with the same physical properties) - such a vector is often denoted
as the “matID” vector. Then a list of the different permeability (one value for each material)
can be input to the assembly routine and prior to computing the corresponding element
conductivity matrix, the proper element permeability is taken.
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Chapter 3

Unconfined steady-state flow

In the previous chapter, we have dealt with problems where fluid flow was occuring over the
whole domain, and pore-pressure was always positive or null (i.e. at atmospheric pressure at
boundaries). However, there is a number of cases where the location of the phreatic surface
is a priori unknown - this is the case for the flow across an earth dam, flow along an inclined
surface (for stability problem) etc. The line of seepage is the boundary between the part
of the soil which is fully saturated and fully dry. Of course, there is a “transition zone”
denoted as the vadose zone whose extent /thickness is directly function of the fineness of the
porous material (few centimeters or less for permeable / coarse grain soil, and up to dozen
of meters for very fine / impermeable clay). Flow in the vadose zone is therefore intrinsically
multiphase (liquid to gas), i.e. the saturation in liquid S; falls from 1 (fully saturated) to
zero (fully dry) - and S, = 1 — .5} is the vapor saturation.

For geotechnical applications, it is of utmost importance to obtain the location of the line
of seepage/phreatic surface - and as a first approximation for most engineering application,
one can neglect the thickness of the vadose zone and treated it as infinitely small. The type
of problems where the location of upper boundary of the flow (line of seepage) is a-priori
unknown are denoted as unconfined flow problems: such type of problems are non-linear as a

7
Gper ¢ F LT ZFZ = =

Figure 3.1: Examples of unconfined flow: natural seepage along a slope (left), simple flow
through an earth dam (right). In these problems, the location of the phreatic surface is part
of the solution.
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result. A first approximation for such type of flow is the so-called Dupuit approximation (see
your course on groundwater flow): analytical solutions (with different level of approximations)
have been obtained for a number of problems (see notably the book of Harr (1962)). It is
important to understand that because the location of the phreatic surface is part of the
solution of the problem, the problem is non-linear.

Two families of numerical methods are in use for unconfined flow. Numerically, if the
location of the line of seepage is known, the problem can then be solved with a strictly similar
method than for confined flow - in that case, one of the boundary of the mesh conform to
the line of seepage. Therefore, the first family of method iterates on the location of the
boundary of the mesh coinciding with the line of seepage - this can be quite cumbersone
as the domain needs to be re-meshed at each iterations until the line of seepage is properly
resolved. The second family do not iterate on the mesh: the full domain is meshed (i.e.
both the saturated and unsaturated part). The flow is resolved using a relative permeability
function to capture the line of seepage / vadose zone, and an iterative procedure takes into
account the different type of boundary conditions as function of the phreatic surface and
domain boundaries location. This method is used in most in commercial codes, and the one
we are going to follow here!.

3.1 Capturing unconfined flow with a relative permeabil-
ity function

In multiphase flow, the use of a relative permeability k,.(5;) function of saturation is a well
established concept (see e.g. your geomechanics course). Such a relative permeability is equal
to 1 for fully saturared conditions (S; = 1) and zero for the fully dry case (S; = 0). More
precisely, Darcy’s law can be rewritten for the fluid and vapour (gas) fluxes:

k x k(S
qﬁz—#x (' + prgxs)
fif ’
kEx (1 —Fk(S v
g =— ( (5)) (p" + pug x2) ;

Ho

[with xo in direction of gravity here - e.g. 2D case]. A number of relation exist between
relative permeability and saturation (Brooks & Corey, van Genutchen etc.).

Moreover, the saturation S; is also related to the capillary pressure p' — pv, typically with
a constitutive relation of the form

o
pl—pl = - x F(S,...)

In addition, automatic mesh refinement according to the gradient of the solution is often performed to
improve the resolution of the seepage surface
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where o is the surface tension of air-vapor and r captures a characteristic pore-size (via its
radius) - and we therefore see that the soil fineness will reflect on the size of the unsaturated
vadose zone. [Note that irreversibility between drainage and inhibition often occurs - so
things get more intricated].

3.1.1 Simplifications

However, for practical problems, one can do the following approximations:

1. we neglect vapor transport - because the vapor viscosity is much smaller than the fluid
and as a result we can assume that vapor pressure in the pore space is equal to the
atmospheric pressure: p’ ~ 0,

2. we can further adopt directly a direct relation between saturation and relative perme-
ability liquid pressure p' = p , the saturation and relative permeability (simplifying the
non-linearity associated with capillary pressure)

k. (S1) = S

3. and adopt a simple approximation of the relation between liquid pressure and satura-
tion in order to capture the transition from a fully saturated soil to a dry / completely
unsaturated one.

We note in passing that de-saturation will physically start when the liquid pressure falls
below zero (water can sustain a certain degree of tensile stresses due to capillary effect). In
a “hard” approximation, one can write simply

Sl - kr =1 p > 0
Sl =k, =0 p < 0
Of course, such an abrupt discontinuity is neither physically correct, neither numerically

“friendly”. One thus typically smooth such an abrupt change. For example, the following
piece-wise Heaviside function

Sl =k =1 p > 0
Sy=k, =1+ (1—¢)p/p. —p.<p<0
Si=k, = ¢ P < —Px
where € is a small number (avoiding 0 perm) and p, > 0 a characteristic pressure. The pre-

vious approximation is piece-wise (derivative is not continuous). Another smoother function
is
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o) = 5 1+ tanh (/o)) +

where p* > 0 controls the sharpness of the discontinuity, the pressure at which the relative
permeability starts to fall below 1. €, is a small number (small but larger than machine
precision) to ensure non-zero permeability (and avoid ill-conditionning of the resulting matrix
after discretization). Indeed, for element with a permeability strictly equal to zero, all the
entries of the element conductivity matrix will be zero. As a result, the global conductivity
matrix may become singular! Numerically, this can become nasty - and it is reasonable not
to be too drastic in the value of €j- i.e it should not be too small (e.g. €3, = 10719).

3.1.2 Pore pressure in the soil when $; < 1

It is important to bear in mind that in the unsaturated part of the soil - where S; < 1 - the
liquid pore pressure will be negative p' < 0. However, the actual average fluid pressure p is
an average of the liquid and vapor pressure

p=Sip' + (1 — S)p* (= Sip here for p” ~ 0)

Note that things are actually a bit more complicated and the average pressure is often written
as

p=x(S)p' + (1 = x(S))p"
where x(5) is a porous material dependent function (satisfying x(1) =1, x(5; < 1) < 1).

3.2 Boundary conditions on the potential seepage bound-
ary

Another very important point related to unconfined flow problem is that the line of seepage
is unknown, and some parts of the boundary may be fully dry (S; = 0) and some fully wet
(S; = 1) with an outgoing fluid flux (i.e. seeping boundaries). Take for example the case
of a earth dam as depicted in Fig. 3.2. Let’s recapitulate the boundary conditions for the
different segments of the boundary of the whole domain for that example (which covers all
possible cases along the boundary of the domain).

e Impermeable base:

gn; =q, =0 along BC'

e Hydrostatic pressure on the side of the dam (upstream):

h=hy along AB
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B 4 c

Figure 3.2: A simple earth-dam: 2, is the saturated part of the domain, and §2; the dry
part. The line AE is unknown and is ED.

e Hydrostatic pressure downstream of the dam alonc DC:

h=hp along DC

e Seepage along ED - such that here the fluid pressure is equal to 0 (atmospheric)
h=vy along ED

e No outgoing liquid water along the external boundary of the dry zone:

Gn =20 along AG — GF — FE

The problem is that beside the internal boundary AE, we do not know a-priori the location
of point E. It will be part of the solution. Let’s consider the boundaries of the dam which
are susceptible to seepage AG-GF-FD, we can distinguish between two cases:

1. seepage where the porous media is fully saturated S; = 1 and ¢, < 0 (we loose fluid)
and the liquid must thus be at atmospheric pressure: p = 0 i.e. h = y. (this is the case
of segment ED in the example discussed above)

2. dry part of the boundary where S; ~ 0, then the liquid pressure is negative p < 0, i,.e.
(h—1vy) < 0 but its flux (of liquid water) is zero (we do not loose liquid from that face),
i.e. g, = 0. (this is the case of segments AGFE in the example discussed above)

We see that 1 and 2 above are corresponding to opposite cases. We can thus rewrite the
conditions along a potential seepage boundary (AGFD in the example above) as
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We see that if ¢, = 0 then (h —y) < 0, and if ¢, < 0 we must have (h —y) = 0 (and vice
versa). The condition ¢,(h — y) = 0 is often called a complementary boundary conditions.
As a result, we see that during the computations, we will have to iterate to specify the proper
boundary conditions on different parts of the potential seepage boundary.

3.3 Solution of the corresponding non-linear problem

For the approach describe above, we solve on the complete domain € (say the complete
geometrical dimension of an earth dam) the following PDE:

— (Kij x ky(p) x h,j),l- =7
Prg Prg

b(p) = 5 (1 + tanh (p/p") + e

with in addition proper Dirichlet (head, pressure) and Neumann (flux etc.) boundary condi-
tions (see the discussion above). We now see that the problem is now non-linear because of
the relative permeability function (which is function of pore-pressure) .

The weak form - for a test function v (with v = 0 on the I', the part of the boundary
with Dirichlet BC), we have (see previous chapter)

/’U’Z'Kijh,j X k(p)dV :/ vg?dS + / v X ydV
Q r, Q

Exactly, the same finite element discretization follow with the exception that now we have
the effect of k.(p) in the element conductivity matrix expression: i.e.

C°(p°) = / e (VN)" - K - VN k,(Np)dV

We have seen that when k., = 1, for a linear 3 nodes triangle, a single gauss point is
necessary to compute the corresponding integral. Now - if k,.(p) is a linear function - the use
of 3 gauss points would give exactly the same results than the use of a single Gauss point
[think and derive why|. On the other hand if k, is highly non-linear, one may want to use
more than 1 Gauss point for better accuracy / convergence with respect to element size.
Whatever, the element integration choice, upon assembly, we obtain a final linear system as

C(h) -h=f

as the relative permeability depends on pressure (/head). More-precisely, upon application
of the dirichlet boundary conditions we have

C"(h)-h* = —C“/(h) - h/ 4 f*
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3.3.1 Solution of the non-linear system via fixed point iterations

Let’s now look how we can solve such a non-linear system of the schematic form

We have to bear in mind that we do not know a-priori all the nodes along the
potential seepage surface where the liquid pressure will have to be set to atmospheric
(i.e. 0) conditions.

3.3.1.1 Fixed point iterations scheme - known boundary conditions

We first assume in that sub-section that we know exactly the nodes where the liquid pressure
have to be set. We will then devise in sub-section 3.3.1.3 a complete solver including an
iteration on boundary conditions.

The simplest scheme to solve a non-linear system is to use “fixed point” iterations. Such
a iterative scheme is very simple and easy to program.

1. Start from an estime x° = 1 such that k., = 1 for all elements - set kK = 0 (where k
will be the iterations count)

2. Repeat until convergence, i.e. |[x*1 — x*| < €|x*1| (or until the maximun number of
iterations has been reached) - e.g. While

k=k+1

This algorithm requires of-course to recompute the conductivity matrix at each iteration k
as the relative permeability is re-computed using the new estimate for pressure/head.

Although simple, the previous algorithm does not necessarily converge. In particular,
it is prone to oscillations. A simple way to “help” convergence is to perform a so-called
under-relaxation. Upon solution of the system

The new estimate is set to
Xk+1 — ﬁXlH_l T (1 _ 6)Xk

with 5 €]0,1]. A value of § = 1 corresponds to the fixed point scheme without relaxation,
whereas a small value of 8 corresponds to a very under-relaxed case. Such an under-relaxation
of course drastically slows down convergence - but it also help stabilising the scheme. Typi-
cally, one will start using § = 1 and if oscillations / non-convergence are observed, the value
of f is lowered. Here a value of 5 = 0.75 has proven adequate for most examples I have tried.
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3.3.1.2 Newton-Raphson scheme - known boundary conditions

[Interlude - not really needed here and not used during the exercices|

The previous fixed-point scheme is very simple to code and sometimes - amazingly produce
very good results (this is the case here ;)). Another scheme of choice is a generalization of
Newton’s method (a lot of variant exist). The non-linear system is re-casted into finding the
root of the following system of equations

R(x)=A(x)-x—b(x)=0
Writing a first-order Taylor expansion around iterate k
R(x) = R(x") + VR(x") - Ax + O(Ax?)

enforcing R(x**!) = 0, one obtains the following linear system to solve for the increment
AxFL = xk+l _ xk
0= R(x") + VR(x") - Ax*t!

i.e. writing the update explicitely
xPH = xF — (V’R(Xk))_l - R(xY)
where the Jacobian matrix VR (x*) is defined as

OR;
aiL‘j

Important points

e The Newton-Raphson will exhibit quadratic convergence - if the functional is convex it
will always converge. In the general case it will only converge if the first guess is not
“too far” from the solution (think of a function with multiple minimum etc.).

e As one can see, it requires the solution of a linar system at each iterations (like the
fixed point scheme) but it also requires the construction of the Jacobian matrix. If
the algorithm always uses only the first estimate of the Jacobian matrix (for x°), it is
known as the secant method (and does not converge as fast).

e Computing the Jacobian matrix explicitely is sometimes difficult (and requires addi-
tional programming). It can in some cases be done numerically via finite difference
but this is neither very efficient nor robust. It is important to consistently obtained
the so-called “tangent” operator. This is done by differentiating the weak form at the
element level, and assemble the tangent matrix. We will rediscuss this technique for
the solution of elastoplastic problem later in the course.

e A large number of variants exist, I refer you to your numerical analysis & numerical
optimization classes.
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3.3.1.3 Complete fixed-point solver including the location of the seeping nodes

We recall that we do not know a-priori which part of the boundary will exhibit seepage
(where ¢, < 0 and h = y) and which one has zero flux. We thus need to incoporate in the
iterative scheme a test on the constraints along the nodes of the possible seepage face. This
can be easily done within the fixed point algorithm.

In the following, we denote as f° the set of nodes with known dirichlet boundary conditions
- that do not change during iterations -e.g. the nodes on the upstream side of a dam for
example (segment AB in Fig. 3.2). We denote ps the set of nodes on the potential seepage
boundary, s the set of nodes with seepage (for which ¢, < 0) and us the set of nodes on the
unsaturated boundary (where the head is unknown and ¢, = 0). Of course

ps=s U us sNus =10

During the iterations, we will look for the nodes s where we need to set the dirichlet boundary
condition h = y. A natural Neumann boundary conditions is specified on us (zero flux).
The overall iterative algorithm reads.

1. Start from an estime x° = 1 such that S; = k,; = 1 for all elements - set &k = 0 (k being
the iterations count) and start with s® = () and us® = ps(this means that all nodes on
the boundary of the potential seepage boundary have a zero flux boundary conditions,

2. Repeat until convergence, i.e. [x*! — x*| < ¢[x**!| (or until the maximun number of
iterations has been reached) - e.g. While

(a)
k=k+1,

adjust the nodes where the head is to be fixed, i.e the set of nodes f* = f°U s*

(b) Solve
Cc*(h*) - h* = —C**(b*) . n/* + £

(c) Perform an under-relaxation h*+! = 3[h* h/ k] +1(1 — B)h*,

(d) Check the constraints - find the set of nodes s*™' as the set of nodes on the
potential failure surface (set ps) for which h —y > 0 and ¢, < 0 (saturated and
with a outgoing flux):

i. For all nodes in us® (with zero flux), if h —y > 0, move this nodes to s*!

ii. For all nodes in s* (seepage boundary), if ¢, > 0 (influx) move back this nodes
to us®*1 (unsaturated part of the boundary).

[Note that in principle, nothing ensure convergence of such a scheme ! the set of nodes s*
may oscillate and never converge - this has to be checked very carefully. More robust scheme
from the field of constrained optimization may then be used.|
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Note that in order to check the constraint ¢, < 0 vs g, > 0, we can simply check the sign
of the nodal fluxe / “forces”, i.e. C-h. [check the weak form derived in the previous chapter
to be convinced|.
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Chapter 4

Transient flow

We now move to problems where the pore-pressure / head will vary in both space and time.
This class of problem are important when fluids are injected or retrieved from wellbores at
depth, when a dam is slowly filled etc. In other words when transient phenomena can not
be neglected. I restrict the notes to isotropic permeability for simplicity. The extension to a
permeability tensor is straightforward.

4.1 Governing equations

Let us restart by recalling the fluid mass conservation in a unit RVE of a porous media:

0 . . ,
gid)‘ +(psa) ;= pry 0= 1,2(in 2D),3 (in 3D) (4.1)

where py is the fluid density, ¢ the porous medium porosity, ¢; the fluid flux vector and ~
a possibly existing source/sink term (for example due to an injection). We recall that g; is
the filtration vector (also called specific discharge or fluid flux). It describes the fluid motion
with respect to the solid, it’s the phase-slip velocity weighted by the fluid volume in the RVE
(i.e the porosity):

q@'=¢<%f—vf>

where vzf and v; are the fluid and solid velocity respectively. It is related to the gradient of
pore-pressure (and buoancy fluid forces) via Darcy’s law (laminar flow in porous media)

k
G =——(p+prgzs), (4.2)
[if
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4.1.1 Storage coefficient / diffusion equation

For the steady state case, we directly dropped the time-derivative. Let’s now restart from
(4.1) and under the assumption of a slightly compressible liquid for which py ~ p$(1+ 8¢ (p —
p°)), we obtain

O¢

ot

Now, the porosity change as one can guess will be related to the mechanical deformation

of the porous medium. Taking for mnow the simple view that the variation of porosity is

solely dependent on the variation of fluid pore pressure p, we can write a linear “equation of
state” for porosity as

0
" ¢5f8_]; +(@:); =7 i=1,2(in2D),3 (in 3D)

¢ = ¢o(1+ By(p —p°))
d¢ = ¢oﬁ¢dp

where 34 is the pore-compressibility. In doing so, we have basically neglected any contri-
bution coming from the volumetric strain of the porous medium: imagine the case where a
mechanical load is applied to a porous medium but the fluid is let to drain such that it’s
pore-fluid pressure does not change. With the previous relation, the porosity would not
change ! We will come back to that when studying poroelasticity. For now, we keep such a
simplification, and can define a storage coefficient (of dimension inverse of pressure) :

S = ¢oﬁ¢ + (boﬁf
and the fluid conservation becomes (neglecting the second order term ¢,8¢84(p—po) < ¢ofs),
we obtain

op
S— i —
o TG =1

and introducing Darcy (restricting to 2D with gravity along xo = y and isotropy)
op k
S——|—W@+prgzs) .| =
Y (M (p+prg z),z) it
We can re-write it directly in term of piezometric head as

oh k
55~ (™), =

)

Note also, that in a large number of cases interesting to solve for change in pressure with
respect to an initial state p = p° which satisfy the steady-state flow equations, i.e we can
then re-write the previous equation as

dp k o B
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For a medium with uniform properties (S and k), it further reduces to

op o
W elo—1) =S

with the following diffusivity coefficient (m?/s)

k

c=——
fupS

The possible boundary conditions are essentially the same than for the steady-state flow
case (prescribed pressure/head, or flux) but can vary in time.

The form of the PDE obtained belong to the class of second order parabolic PDEs, and
is often refeered to as a diffusion equation, i.e. here it is not a specie that diffuses but fluid
pressure. A number of analytical solutions for simple geometries and boundary conditions
do exist for this class of boundary value problems - see the textbooks of Carslaw & Jaeger
(1959), Crank (1979).

4.2 Numerical Solution by Finite difference

4.2.1 A one-dimensional problem

Let’s first look at the followinglD dimensional diffusion equation arising for example in the
1D consolidation problem. Here initially a segment of length 2L is under uniform pore-
pressure p,. It is then let to drain from ¢ = 0 at both ends. The problem can be re-written
from 0 to L using a condition of symmetry at x = L. The problem reads as follow:

o _ 9 _,
ot ox2
plx=0,t") =0
dp

e — [ ) =
8:v(x ,6) =0
p(z,t=0) = po

where p, is the initial pore-fluid pressure before the fluid is let to drain from the top surface
at t = 0T. Note that this equation can be written generally in conservative form

dp Ov _ Op
o) VT

v is a “flux”. The first equation is for example the mass conservation, and the second Darcy;’s
law (after dividing it by the storage coefficient).
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Figure 4.1: 1D finite difference (/ finite volume) grid - constant element size - pressure
uniform in each element (piece-wise constant interpolation).

4.2.2 Spatial discretization

Let’s discretize the spatial interval [0, L] with N control volume of size h (see Fig. 4.1).
Within a control volume (here a segment in 1D), we will assume the pressure is uniform.
Such an approximation is often denoted piece-wise constant (or P0). It is the lowest approxi-
mation order possible. The pressure value is located at the mid-point of that control volume.
Let’s first integrate the conversvation equation over the control volume i, we have (Green’s
theorem):

Op;
ha—i + Vit1/2 — Vi—12 =0

Moreover the flux v;; /2 between the control volume i and 7 + 1 can be approximated by a
first order finite difference,

_ Diy1—Pi
Vit1/2 = _CT
o Pi — Di—1
A
We then obtain 9
Pi c
h—— =+ (Pi-1 = 2pi + pit1) =0
o h (Pic1 Di + Dit1)

This exactly what would have been obtained using directly a second order finite difference
for the second order derivative for pressure. However, the steps lay out above can be applied
easily to non-uniform mesh (control volume of different size) and generalized to 2D and 3D
with mesh which are non-necessarily Cartesian.

Specification of the initial and boundary conditions Note that to account for the
boundary condition at z = 0, we impose in a so-called “ghost” control volume ¢ = —1 the
pressure directly to zero. In Finite difference such a “ghost-cell” are typically used to specify
Dirichlet boundary conditions. Here it is zero, so the equation for the first cell on the left
(here i = 1) just becomes

op

c
o & (—2p1+p2) =0
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i,.e. we do not need to model the ghost cell per se (hence its name).

For the last control volume, we will make sure that its edge corresponds to x = L such
that the no-flow boundary conditions can be directly taken into account, i.e. for that last
control volume, we have

0 c
h% 7 (pn-—1—pNn) =0

The intial condition is that for all control volume i = 1 — N, we have p;(t = 0) = p, and
for the first control volume, we have p;(t > 0) = 0.

Matrix-vector form We can rewrite the previous spatial discretization in a format with
a vector of unknows p and a finite difference matrix L (tri-banded matrix), i.e. a set of
equations (one for each control volume):

P _ L
ot P

this actually only a semi-discretization of the problem, as we have kept the time derivatives
continous. Let’s now develop a time-integration scheme. Note that IL has the form

-2 1

D
From now on, we will use the matrix form L = — to illustrate the effect of cell size

when moving on the time-integration part of the problem.

Note also the extension to account for a non -zero flux conditions or non-zero pressure
boundary conditions are straightforward. For given flux, a “force” like vector will appe‘ar
with the prescirbed flux (with proper constant 1/h) on the row corresponding to the control
volume next to the boundary (this can also be generalized easily to internal sources). Fixed
pressure boundary conditions are treated similarly than fixed displacement in elasticity.

Important point It is very important to note that the discretization approach that we
have outlined above is based on the integration of the mass conservation in a strong form
over a control volume. It is therefore locally conservative. In other words, the fluid
mass is conserved up to machine precision in all the cells, and as a result in all the domain.
This is a very nice properties which render this type of scheme popular in the fluid mechanics
community and in reservoir / groundwater flow applications, where having a scheme which
does not “loose/gain” mass locally is essential (i.e. proper estimation of flow rates from well
ete.).
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4.2.3 Time integration

A popular scheme for the time-integration of the previous equation is the so-called §-method.
In what follows we will denote as p” the solution at time ¢" (assumed to be known), and
p"*! the solution at time "' = " 4+ At that we are seeking to obtain over one time step of
size At. We approximate the previous equation using a finite difference in time for the LHS
and use for the estimate of the unknowns in the RHS, a linear combination of the soluiton
at " and t"! weighted by a scalar 6 € [0, 1], i.e. the systems of equations now becomes

At X ¢

(p"*' —p") D (fp™ ™ + (1 —6)p")

which we can rewrite:

At x ¢ n At xe .
<]I—6’ = D)p“z(H—I—(l—Q) 3 D)p

or alternatively, working in increment Ap = p"*! — p”, i.e. :

(]I B HAt X C]D)) Ap = At X “Dpr

h? h?

If 6 = 0, we recover the forward Euler/ explicit scheme, and if § = 1, the backward Euler
/ implicit scheme.

Explicit scheme For the explicit scheme (0 = 0), we see that we do not need to solve
any linear system at each time step as:

n Atxe . .
p't=(I+ 77 D)p
o At
X C

i.e. only a matrix vector multiplication is necessary to advance in time. So we see that if we
start from a solution p°, the solution at time t* is simply (by recursion)

& At x ¢

p* = (I+ ="D)'p’

if the boundary conditions are of drainage, from a constant initial solution, we physically
understant that at large/infinite time, the pressure must converges to zero. This is only

At
“‘p (i.e. the

possible (analysis of a convergent matrix) if the spectral radius of T + e
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At X ¢

absolute of the maximum eigenvalue) is lower than one. The maximum eigenvalue of TID)

At
is —QCﬁ such that the condition reads

At
in other words, we arrive at the following condition:
At h?
2ce= <1 At < —
“h2 2¢

This is so-called CFL condition for the diffusion equation (CFL for Courant-Friederichs-
Lewy). If the time-steps violates such a condition, the explicit scheme is unstable (i.e. it
blows up). The forward Euler / explicit method is thus said to be conditionally stable.

Implicit Scheme For the implicit scheme (0 = 1), we have a linear system to solve at each

time-step
At x ¢
(]I - 5 D) pn-‘rl _ pn
or A A
txc n txce .
(]1— = D) Ap" = ——Dp

In that case, if we start from a solution p°, the solution at time t* is simply (by recursion)

At xXc_ k Y
p’“—[(]l— 77 D) 1} p

At xc__ . At
2 D 1s—2cﬁ )

the stability condition is now (again the max eigenvalue of

At

which is always satisfied as time step, mesh size and diffusivity are all positive numbers. The
implicit scheme is therefore unconditionally stable.

f-method It can be shown that the § — method is unconditionally stable for § > 1/2,
conditionally stable otherwise. As far as accuracy, it can be shown that the local truncation
error is of the order At + h? if § # 1/2 and in At* + h? for § = 1/2 (Crank-Nicholson scheme:
both unconditionally stable and second order accurate in time).
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4.3 Finite Element

Let’s come back to the general form of the diffusion equation obtained for transient flow (still
neglecting the mechanical coupling), i.e. a Darcy type flow

op
S—; ii = i = —KD,
8t+q7 0% q KD,

where here x = k /s (restricting to isotopy).

4.3.1 Weak form

Now, let’s introduce a “test” pressure field r» having the same continuity properties that p
(and such that » = 0 on the boundary with Dirichlet boundary conditions), multiply the
previous equation and integrate over the domain of interest Q (here still [0, L] ) of boundary
I'. We thus obtain the weak form (using Green’s theorem)

/7’5@ dV+/rqmi dS—/r,iqi dQ—/?W dQ2
o Ot r Q Q

where n; is the outward normal. After replacing Darcy’s law:

/TS@ dV+/r’mp7Z- dQ:/TV dQ—/ rqin; dS
O 8t o) (9] T

q
This for any rfield with proper continuity requirements and satisfying » = 0 on the bound-
ary. We can now use the Finite element Method on the previous weak form, dividing the
domain in a non-overlapping set of elements. More specifically, we use a continuous Galerkin
formulation, where the pressure unknowns are located at the vertex of each elements (i.e.
at the node), and the shape functions are defined on each element and equal to 1 at the
corresponding node and zero at the other nodes.

We can then perform the numerical integration of the different integrals over each element,
and correctly map the unknowns degree of freedoms to obtain the global system of equations
. We obtain

r’Mo,p+r'Cp =r'f

for any r. In other words, we obtain the following system

Op
M-— —f 4.
5; T CP (4.3)

where the mass and conductivity matrices M and C is at the element level are respectively

Me:/ SNT.N dVv
Qe

C* = / (VN)" - k- VNAV
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and

F=)" / N'ydv— > / Na_17(z)gn; dS
e Qe

on boundary I

where the notation Ng_; denote the shape function with dimension d — 1 (i.e. 1D for a 2D
problem, 2D for a 3D problem).

Dirichlet boundary conditions are imposed in the same way than for the steady-state
case (but now can vary in time)

Only globally conservative

It is important to note that the previous continuous Galerkin finite element method sat-
isfying the mass conservation in a weak form globally. Contrary to a finite volume method,
mass conservation is not enforced over each elements. This FE scheme is not strictly locally
mass conservative.

4.3.2 Time integration

For time integration, similar scheme than for the Finite Difference / Finite Volume method
described in section 4.2 can be used with the same restrictions with regards to the critical
time-step. The system (4.3) discretize using the §-method becomes:

—_p -0 (fn—H _ Cpn—H) + (1 _ 6)) (f” _ Cpn)
which can be rewritten in terms of update p"*! = Ap + p”

(M + 0AtC) Ap = —AtCp" + AtOf™ ™ + At(1 — 6)f"

The restriction for the time step are the same for the finite difference approximation (here
we recall that ¢ = k/S):

e For 0 < 1/2 (0 = 0 explicit), the scheme is conditionally stable, i.e the time step must
be smaller than the following C-F-L

2

At < —
2c

e For 6 € [1/2 — 1], the scheme is unconditionally stable, and is second order accurate in
time for 6 = 1/2
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We see that even for the explicit case # = 0, one needs to solve a linear system as the mass
matrix M (although sparse) is not diagonal as a result of the finite element discretization (this
also why finite volume methods are often prefeered). Similarly than in the elasto-dynamics
case, an approach called as “mass lumping” is often used: it consists in summing up all entries
of a row of the mass matric to the diagonal - i.e. moving the effect of the mass from element
to the nodes. It is not strictly correct and care must be used in using this approach for
diffusion (and even more so for advection-diffusion problem) - see Guermond & Pasquetti
(2013) for additional details and adequate corrective measures.
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Chapter 5

Quasi-static Poroelasticity 1

5.1 Material Description

Let consider a REV of porous material of porosity ¢ filled with a fluid of compressibility c;
and density py. We put ourselves at the continuum scale and view the porous medium as the
superposition of 2 continua (solid and fluid) following Biot’s formalism (Rice & Cleary 1976,
Detournay & Cheng 1993). The mechanical behaviour of the porous media is characterized
by two stress quantities: the total stress tensor o;; (total stress acting on the REV) and
the fluid pore pressure p (i.e. we neglect shear stress in the fluid). In parallel, two “strain”
like quantity describe the ’kinematic’ evolution of the porous media, namely the porous solid
strain ¢;; and the variation of fluid content ¢ both are defined with respect to an initial
configuration (i.e. Lagrangian variables). We will assume small-strain throughout. The
variation of fluid content from the initial configuration is defined as

mf—m‘]’c
(=———~1
Py

where the fluid mass per unit volume my is simply

(5.1)

my = pi¢
For sake of clarity in exposition, in this chapter, we will assume that the initial configuration
is stress-free: ie. of; = 0, p® = 0. If the material is not stress-free in the initial /reference
configuration, the linear poroelastic constitutive law can always be rewritten in terms of
variation with respect to this initial state, i.e. oy — o7, and p — p° This is what will be
typically done in geomechanical applications.

Note that a positive ¢ indicates a gain in fluid while a positive strain indicates extension.
Stresses are assumed here positive in tension (negative in compression) and pore pressure
has the usual convention (positive pressure is compressive). Note that in geomechanical
applications, for clarity as the state of stress in the earth is compressive, practionners use
the convention of positive stress in compression (negative strain in extension).
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5.2 Constitutive law

Two mechanisms play a key role in the deformation of a poroelastic material: i) an increase
of pore pressure induces dilation of the rock (if not restrained) and ii) compression of the
rock causes a rise of pore-pressure if the fluid is prevented from escaping the pore network.
Under the assumption of linear elasticity (reversibility), we see that both the total strain and
variation of fluid content depend linearly on both the pore-pressure and stresses. We can
thus write:

14+v v P
eij = TO'Z‘J' — EO’kk&‘j + ?(SU
Okk p
C =t w

where E and v are the elastic constant of the porous solid (skeleton), H', H” and R’ are
poroelastic constants characterezing the coupling between pore fluid and solid. The hypoth-
esis of reversibility implies that the work increment (infinitesimal strain work density)

AW = o;;de;; + pd¢ = €;;do; + Cdp
is an exact differential. The Euler conditions therefore gives
862']' o 8C
0p N (3az~j

which imply that H” = H'.

It is interesting in practice to express the consitutive law in a volumetric and deviatoric
part (i.e. the coupling only appears in the volumetric response). Let e;; and s;; denote the
deviatoric strain and stress respectively. Note that the volumetric strain is €” = € and the
mean stress is 0 = oy /3 (s8ij = 045 — Okk/30ij, €5 = €;; — €°/30,;). We obtain

3(1—2v) P 1+v
€k = TU+F €ij = E Sij
p
o=H (¢~ )

We recognize that = K is the bulk modulus of the porous solid (case without

3(1—2v)
fluid), and 70 2G is the shear modulus. Let’s now only focus on the volumetric part.
v

Let’s try to re-write ¢ and the mean stress as function of the volumetric strain an pore
pressure. We obtain:

K H? - KR

C = et T ER
K
g = Kekk_ﬁp

p
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It is useful to define the following constants which are mostly used in practice: the Biot’s
coefficient o and Biot’s modulus M as follow

K 1 H? — KR

“H M H?R

(%

such that the poroelastic constitutive law can be expressed as:

g = KEkk — ap Sij = 2Geij (52)
1
¢ = e+ ik (5.3)

where G is the elastic shear modulus 2G = E/(1+ v). This is the form that we will be using
mostly. Note that the total stress tensor o;; can be expressed as:

Uij = QGEZ']' + (K — 2/3G) Ekk(;ij — ozpé,

5.2.0.1 Variation of porosity, factoring out the fluid type

Let’s denote ¢ = ¢ — ¢, the variation of porosity from the reference state. Now, let’s recall
the definition of the variation of fluid content Eq.(5.1), which we can re-write as.

- Oo A
(= O Pi%0 _ (H#) (o +¢) — b
Py Py

Neglecting the second order term @Apﬁf , we obtain
f
Ap
C=p+ ¢t
Py
For a slightly compressible liquid, the fluid density changes relates to pressure as Apf,f =
i

csp, thus ¢ = o+ ¢,crp, and we can relate the variation of porosity to variation of volumetric
strain and pore pressure:

1
Y= ae? + (M — ¢OCf) p
—_—
1/N

N is a modulus which directly relates variation of pore-pressure to variation of porosity
(under restrained condition). Contrary to the Biot’s modulus M, it is independent of fluid
compressibility (i.e. of the type of fluid): it is an intrinsic properties of the porous solid!.
Factoring out the fluid type is of great use when investigating more complex behaviour of

Iwe shall denote NV as the intrinsic Biot modulus for sake of clarity
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porous solids (and using the thermodynamics of porous media), especially in unsaturated
conditions (see the work of Coussy (2004, 2010, 2007)).

Intuitively, we see that a > 0 : under conditions where pore pressure does not change,
the variation of porosity can not be negative if the volumetric strain is positive and similarly
N > 0 : a pore pressure increase implies an increase of porosity under zero volumetric strain
(e.g. case of a restrained sample): hence 1/M > ¢,c;.

5.2.1 Drained / undrained conditions

Two limiting conditions for the deformation of porous material are interesting to grasp. Let
consider a porous material, and let’s apply a total isotropic stress to it (a compressive stress
o <0).

5.2.1.1 drained (or “slow” loading)

Let first assume that the fluid is allowed to escape (drained conditions) such that no excess
of pore-pressure occur p = 0. In that case, the volumetric strain is simply

€ =0/K
and the variation of fluid content equals the variation of porosity:
(=¢p=a’"=a0/K

It is clear -under such loading - that the variation of porosity can not be larger than the
volumetric change of the element, at most it is equal, thus 0 < a < 1 .

5.2.1.2 undrained (or “fast” loading)

Let now assume that the fluid is not allowed to escape during the transformation such that
the variation of volume content is null: ( = 0. This is an undrained condition. Therefore,

p=—aMe’

the porous material will compress (under compressive stress) €’ < 0 and the pore pressure
increases p > 0 (o > 0). We can relate the applied stress to deformation as:

o= (K+()é2M) €' = K€’
and the pore pressure to the applied mean stress as:

aM

=" s -_B
K+ a2M’ 4

p:
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. It is useful to introduce an undrained bulk modulus K, = K + o?M and the Skempton

aM _aM  K,—K
K+ao*M K, ok,
(due to the fluid “stiffness”) compared to the drained response, K, € [K,oco[ . Note that
nothing prevent B to be larger than unity.

coefficient B = . The undrained response always appear stiffer

5.2.2 Simple micromechanic relations

[For completeness - we will not cover this any further during the course - skip during a first
read - continue to section 5.2.4]

Our aim is here to obtain simple expression of the poroelastic coupling parameters -
namely the intrinsic Biot modulus 1/N and the Biot coefficient « - as function of the porosity
of the porous solid and the bulk modulus k, of the solid phase of the porous skeleton. Again,
we restrict to the volumetric behaviour.

The total volumetric strain of the porous material at the REV scale is just the average
of the solid and fluid phase volumetric strain:

€ = (1= go)es + (& = &)
——

)

Similarly, the total volumetric stress ¢ in the REV is just the volume average of the
micro-scale stress in the solid and fluid phases:

0 = (1 - ¢o)o—s - ¢op

(the fluid phase is under uniform pressure p in the REV by definition of the poroealastic
model). The constituent of the porous solid is linear elastic and the solid phase stress is
directly to its strain: o, = kges (ks > K, as the bulk modulus of the porous solid K can only
be equal or less to the one of its solid constituent). Therefore, we have

o =ks(€" — @) — dop

Introducing the macroscopic poroelastic relation for the variation of porosity, we obtain:

o=ksl—a)e — (% -I—gbo)p

Comparing the previous equation with the macroscopic poroelastic expression for the total
stress as function of strain and pore pressure, we obtain:

K = ki(l-a)

ks
N—i_qso

o =

Page 47



Brice Lecampion Computational Geomechanics - 2024

which we can re-write as:

K
= 1-=

« .

1 a—¢, k(l—¢,)—K

N ke k2

[Note we can see that o > ¢,, (N > 0 ) and we recover that & < 1|. We can further obtain:

1 ks(l - (bo) - K

Moo k%
2

Ku — K—|— 2 ks

C (1= 60) — K + K20

Limiting cases

e Incompressible solid constituent (ks > K): ks — oo, we have @ = 1 and 1/N = 0.
Therefore 1/M = ¢,cp. This is the limiting case of soils. It is also the limit of large
RVE of rock mass (RVE with a length-scale 5 to 10 meters) where a large number of
defects (fractures at different scales) are such that the bulk modulus K of the porous
medium at the scale of the RVE is much lower than the bulk modulus of its constituent.

e Incompressible solid and fluid: ks — oo, ¢; — 0, we have a =1 and 1/N = 1/M =0,
and K, — oo and B = 1 . In that case, the variation of volume content is equal to
the volumetric strain (change of volume of the porous solid), such that the material
response is imcompressible in the undrained limit.

e Highly compressible fluid ¢y > 1/K, 1/M = ¢.cf, K, = K + % , B = W :
Moreover in the limit ¢; — oo (highly compressible fluid), the material behaves as an
clastic material without fluid (K, = K, B =0).

Micromechanical models Micromechanical models to express the porous solid drained
bulk modulus K as function of the constituents elastic properties (ks but also their shear
modulus g,) and the porosity are needed to go a step further and obtain expressions functions
solely of the microscale morphology and constituents properties. We will not do so in the
remaining of this course. It is important to bare in mind, that typically more than one solid
constituents are present in the REV and that the bulk modulus of the porous solid is largely
dependent on the contacts between minerals, rendering any hope of predictive capabilities of
micromechanical models in practice. However, micromechanics can help “guide”/constraint
the choice of macroscopic constituive relations (e.g. when non-linearities come into play).
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5.2.3 Relations between different poroelastic constants

K, = K+a*M
aM  K,—-K
K+a2M ok,

B =

Note K, € [K,c0[. Note that the Skempton B coefficient can potentially be above 1.
We also have the usual elastic relations between K, G and v, G (for example). We can
therefore define a drained and undrained Poisson’s ratio

3K -2G
© T BE+0)
_ 3K,—2G
" T 5BK, 1 G)

[we see that v, € [v,0.5], in the limit K, — oo |

B E ~ 2G(1+v)
K= 3(1—2v)  3(1—2v)
we obtain
3(vy — V)
b a(l =2v)(1+v,)
ol -2vw)
T ha )
M- 2G(vy — V)

a?(1 —2u,)(1 —2v)

Note n € [0,0.5] and M € [0, oo

5.2.4 Non-linearities

It is important to bare in mind that most rocks will exhibit a linearly reversible elastic
response only over a short range of stress / pore-pressure around their natural configuration
(initial stress and pore pressure). The response of the material will exhibit non-linear effects
relatively soon - either reversible (non linear poroelasticity, where one can always define
tangent poroelastic properties), or irreversible (poroplastic responce). In rocks, the effect of
crack closure is non-linear and always prominent at low stress. Although we focus mostly
on linear reversible poroelasticity, we should always keep in mind that the linear poroelastic
model is valid for small stress/pore pressure variation.
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5.3 Fluid flow in porous media

We now go back to the description of fluid flow in a RVE of a porous media - following
previous chapter. The difference will now come from a rigorous treatment of the variation of
mass. First, the conservation of fluid mass in the RVE is given by:

amf
'75;“F<PfQO¢'—-Pf7

where ¢; is the filtration vector (also called specific discharge) and  denotes a fluid source.
It describes the fluid motion with respect to the solid, it’s the phase-slip velocity weighted
by the fluid volume in the RVE (i.e the porosity):

%:¢@%ﬂﬁ

0 0
The term % = g]; ¢ can be re-written following our discussion in section 5.1:
8mf . O@C
ot~ ot

Under the assumption of small strain - neglecting second order terms in density change - we
can thus rewrite the mass conservation as:

9¢
o TG = (5:4)

and we have the usual Darcy’s law relating the fluid discharge vector and the fluid pore-
pressure (see the previous chapter)

k
G = P g ws) = —Kxh (5:5)

Recall as usual, in practice, the mobility coefficient x = k/ps is sometimes used, as well as
the hydraulic conductivity K = kpsg/ps (in m/s).
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| Rock | ¢ |k (milliDarcy) | G (GPa) | K(GPa) | K,(GPa) | a | B |
Berea Sandstone* 0.19 1.9102 6 8 16 0.79 | 0.62
Boise Sandstone* 0.26 8102 4.2 4.6 8.3 0.85] 0.5
Ohio Sandstone* 0.19 5.6 10° 6.8 8.4 13 0.74 | 0.5
Pecos Sandstone* 0.2 8.010°! 5.9 6.7 14 0.83 | 0.61
Ruhr Sandstone* 0.02 2.0107! 13 13 30 0.65 | 0.88
Weber Sandstone* 0.06 1.10° 12 13 25 0.64 | 0.73
Tennesse marble* 0.02 1.010~* 24 40 44 0.19 | 0.51
Charcoal granite* | 0.02 1.010°* 19 35 41 0.27 | 0.55
Westerly granite* 0.01 4.01074 15 25 42 0.47 | 0.85
Mudstone ** 2.13 10.1 0.95 | 0.83
Indiana Limestone*™ || 0.13 12.1 21.2 31.2 0.71 ] 0.46
Stiff clay™** - 1.010=° 2 4 14 1 [0.71

Table 5.1: Examples of poroelastic properties for different rock types. * Taken from Detour-
nay & Cheng (1993). ** taken from Wang (2000). *** plausible representative values.

5.4 Quasi-static poroelasticity

The mechanical evolution of a porous media in domain 2 is governed by the balance of

momentum and fluid-mass conservation. Restricting to quasi-static conditions (dropping the
2

0*u
inertial term pa—t;), the balance of momentum reduces to:
0ijj+ fi=0

where f = —p,ges is the body-weight force, o is the total stress acting on the porous material.
py is the bulk density: i.e. py, = prdo + (1 — ¢,)ps (where p; is the solid phase density). The
fluid conservation of mass can be re-written ( accounting for a source/sink term -y)

o¢

= 1t G,;=
ot T

[Note that we have linearized fluid density variation and dropped second order terms - small
strain / small displacement poroelasticity is a first order theory].
The constititutive linear poroelastic law is

Oy = QGEZ']‘ + (K — 2/3G) ekkéij — ozpc?ij

1
¢ = o€+ MP
with the usual definition of the strain tensor

1
€ij = 5 iy + uji)
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The Darcy’s law complete the formulation

k
q; = —p (pi+ prgdis) .

We see that due to the time dependence associated with variation of fluid content, the
problem is time-dependent. It is an initial boundary value problem. In addition to the
previous equations, we need appropriate initial conditions and boundary conditions to close
the system of equations. | We will see the details of both bounday and initial conditions next
week]

5.5 Solution of undrained problems

The mechanical evolution of a porous media in domain €2 is governed by the balance of
momentum and fluid-mass conservation. This week we will focus on so-called undrained
problems - which corresponds to the instantaneous response of a porous media to sudden
changes in loading where the fluid has no time to start “flowing” such that ¢; = 0. The fluid
mass conservation thus reads in that case in the absence of any body source terms (because
the fluid has no time to start flowing such that ¢; = 0)

¢ _

=0
ot

the variation of fluid content is thus null: ¢ = 0 (because at time t = 0, ( = 0i.e. my = m$}),
which we can rewrite using the poroelastic constitutive relation

1
ae’ + —p=20 5.6
Vi (5.6)
On the other hand, restricting to quasi-static conditions, the balance of momentum reduces
to:

0+ fi=0 (5.7)

where f = —pyges is the body-weight force, o;; is the total stress acting on the porous
material. p, is the bulk density: ie. p, = pro, + (1 — ¢,)ps (where p; is the solid phase
density). The undrained problem has by nature no time-dependence - it corresponds to the
instantanneous response of the porous media. Two ways can be approached for its solution:
i) replacing (5.6) in the poroelastic constitutive law and solve for an equivalent undrained
elastic problem, ii) solving (5.6) and (5.7) simultaneously. We start by discussing i) this week
which reduce to an elasto-static problem. We will discuss ii) next week.
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5.5.1 The undrained elasticity problem

As ¢ = 0 during the undrained response, we have p = —aMe¢e” and thus we can re-write the
first poroelastic constitutive law as

O'ij = QGEU + (Ku — 2/3G)6v5”

with K, = K + o?M. For simplicity for the weak form, we will use the fourth order stiffness
tensor ¢;jp-

The problem therefore reduces to an elastic problem. Generalizing to anisotropy and
using an undrained stiffness tensor as c¢;ji, the strong form reads in domain €2

Uz‘j,j -+ fz == 0 n Q

Oij = Cijkl€kl in Q
tz‘ =0yn; = tf in th.
u; = uf in T,

The weak form of the problem can be obtained in the same way than for the case of
confined flow problems. Introducing a test vector v; with the same continuity requirement
than the displacement wu; such that v; =0 on I',,, we have

/’UiO'Z'jJ dVv —+ / ’Uifi dV =0
Q Q

using the chain rule and Green’s identity, we obtain

/ Uitzg ds + / U,‘fi dV = / Vi jCijkiUk,l dV
Ty, Q Q

(where we have also used the known symmetry of the stiffness tensor).

5.5.1.1 Finite element solution

The difference with the steady-state confined flow problem (Laplacian) is that the unknown is
the displacement vector - i.e. the problem is vectorial and not simply scalar. That difference
aside, the procedure are completely similar. The difference is that we now need a mapping
between the equation number and the local degree of freedom.

We will use a similar unstructured mesh than in previous chapter. Now at every nodes
of the mesh, in 2D, we have two unknowns u, and u,. We therefore introduce a so-called ID
array which map the local degree of freedoms to the global equation number. For a mesh
with n, nodes, it is a matrix of size (n,, 2) containing integers. One row corresponds to one
node, the first column to the global number of the u, DOF for that node, and the second
column the global number of the u, DOF for that node. It is typically formatted as:
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’nodes#\DOF H ulzux\m:uy‘

1 1 2
2 3 4
3 b} 6

We can also use a direct relation between global DOF and nodes number:

DOF uj node i = 2% (i — 1)+ 1
DOF us node 1 = 2 %14

Isoparametric element We will continue to use isoparametric elements, but possibly
quadratic. We write the displacement vector in element e: for x € €,

u(x) = 3 NG

where n¢ is the number of nodes of element e - 3 for a linear triangle, 6 for a quadratic
triangle. Similarly, the vectorial test function is interpolated as for x € €2,

v = 3 Na(E)vE

The gradient of the displacement (and the test function) can thus be obtained for x € ),

- restricting to the 2D case (v = z, 29 = y) where u = ( Zl i Zx ) and to a linear triangle
2 — Yy
(constant strain)
Ug
ul
Uy,1 Oxux ale 0 &CNQ 0 axNg 0 u%
U2,2 = 8yuy = 0 ale 0 8yN2 0 8yN3 u;
Uy ,2 + Uz,1 8ylbz + &Euy ale ale 8yN2 8,,3]\]2 ayNg 830]\[3 ug
Be ul

€“(x) =B°-u°

where u! is the z-component of the displacement at node 1 of the corresponding reference
element, and so on, while /V; denotes the shape function associated with node 1 and so on. B¢
is called the strain matrix. It allows to obtain the strain from the value of the displacement
at the nodes of the element. We have introduce

264y
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as a vector containing the component of the strain tensor (in 2D). It is thus customary to
introduce a stress vector containing the corresponding stress component (here in 2D)

such that the elastic stress-strain relation can be rewritten using a matrix vector format,
with an undrained stiffness matrix D,

c=D-¢

with for the case of plane-strain and an isotropic material

K, +4/3G K,—2/3G 0 5 1—w) v 0
D, = | K,~2/3G K,+4/3G 0 | = - ve (L= w) 1fgy
0 0 q| (THwm)=2m) 0 0 "

[Note: in passing, we see that for an incompressible material v = 0.5, the stiffness matrix will
become singular - and for that case, a different finite formulation must be devised altogether.
In practice even in the undrained limit, for all geo-materials we have v < 0.5 - remembering
that in our formulation water is slightly compressible|.

Element stiffness matrix Focusing first on the integral

/ V; jCijkitg,y AV
0

appearing on the weak form. It will be as usual split as a sum of integrals over all the
elements, using the matrix vector notation just introduced, we obtain

b/xﬂTBﬂﬁD-BﬁuE&/Zv”-</)B”-D.Bmw)qf:vﬂ-w-w

-~~~

ke

where k¢ is denoted as the stiffness matrix of element e. It is a 6 X 6 matrix for a linear 3
nodes triangle. For a quadratic 6 nodes triangle, it will be a 12 x 12 matrix.

Global stiffness matrix The assembly procedure to construct the global stiffness matrix
follows the same procedure as for scalar problem but now as unknowns are vectorial, we must
use the mapping between the global DOF number and the local DOF number, using the 1D
array discussed above. We schematically write this assembly procedure as

K = +k°
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Q

again will be obtained by summation of integrals over all the elements. In matrix form,

Body force term

/ VC-NGT-de:Ve-/ NeT . £ dv

with for a linear triangle - for such a vectorial equation -

. Ni(x) 0 Nao(x) 0 Nix) 0
N(X):[ 0 NMx) 0 Nyx) 0 Nyx)

Applied tractions The last term appearing in the weak form is related to applied tractions
and is thus a surface (/line in 2D) integral

Fti

here again, we split it in as integral over the edge of the elements making the part of the
boundary I';,. In 2D it reduces to a simple line integral, and for example for traction applied
along direction 1

/ veTNTHdS
Ffl

with here e.g. for a linear segment
N°¢ = [ Ny Ny }

with 1 and 2 the 2 nodes of the segment (for a linear interpolation) and t{ is the applied
traction on the segment (possibly varying in space). In the case of a quadratic triangle, there
are 3 nodes along one edge.
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Chapter 6

Quasi-static Poroelasticity 11

We now continue and solve the complete initial boundary value problem in poroelasticity
using finite element in space and finite difference for time intgeration. We solve the problem
using the displacement vector u; and the fluid pore-pressure as the main unknowns.

6.1 The initial boundary value problem

Let’s start by recalling the initial boundary value problem to solve.

The mechanical evolution of a porous media in domain 2 is governed by the balance of
momentum and fluid-mass conservation. Restricting to quasi-static conditions, the balance
of momentum reduces to:

o 5,7 -+ fl =0
where f = —pyges is the body-weight force, o;; is the total stress acting on the porous
material. p, is the bulk density: ie. p, = proo + (1 — ¢,)ps (where p; is the solid phase
density). The fluid conservation of mass can be re-written ( accounting for a source/sink

term -y)
¢

- T 4=
ot qi, v

[Note that we have linearized fluid density variation and dropped second order terms - small
strain / small displacement poroelasticity is a first order theory].

The constitutive linear poroelastic law is - generalizing to anisotropy and accounting for
the possible existence of initial stresses and pore pressure:

o _ 0
Oij — 05 = Cijki€kl — i (p —p°)

1 (]
¢ = € +M(p—p )
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where the usual definition of the strain tensor

1
€ij = 5(11,,'7]' + Ujﬂ').

The Darcy’s law complete the formulation

¢ = —kij (p; + prgdis) -

The Biot coefficient tensor is notably symmetric a;;, like the hydraulic mobility coefficient
kij = kij/py (where py is the pore-fluid viscosity).

We see that due to the time dependence associated with variation of fluid content, the
problem is time-dependent. It is an initial boundary value problem. In addition to the
previous equations, we need appropriate initial conditions and boundary conditions to close
the system of equations.

6.1.1 Initial and boundary conditions

Initial conditions (e.g. stress/pore pressure free reference configuration) and appropriate
(non-intersecting) boundary conditions (displacement-traction, pore-pressure - flow-rate) al-
lows to obtain a well-posed problem. Let’s denote I' the boundary of 2 . The boundary
conditions reads:

e Imposed displacement on part of the boundary I, (Dirichlet type)

w=ul  only,

e Imposed pore-pressure on part of the boundary I', (Dirichlet type)
p=p? on I,
e Imposed tractions on part of the boundary I';, (Neumann type)
ti =oyn; =t on T,

e Imposed fluid flux on part of the boundary I'; (Neumann type)

¢n = qin; = ¢ on Fq

In order for the problem to be well-posed, the parts of the boundary where Neumann and
Dirichlet BC for mechanics and fluid flow must not intersect:

I, Ulp =0 T,Nly=0 fori=13
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and
r,ur,=r I,NnT, =90

Note also that an exclusively Neumann problem is ill-posed (up to a rigid body motion and
a pore pressure). It is also worthwhile to note that the boundary conditions are possibly
time-dependent (and parts of the boundary where e.g. tractions are applied can possibly
change with time).

Initial conditions Remember that the initial conditions can consist of an initial stress a;’j
and pore-pressure p° fields (This will be the case in most geotechnical problem):

0ij(t = 0,x) = 0;(x) in Q2
p(t =0,%x) =p°(x) in
ui(t=0,x) =0 in
Ct=0x)=0 inQ

The initial stress and pore-pressure field must of course satisfy balance of momentum and
continuity equations under steady-state condition:

— (ki (p° + prgasdis),;)i =0
with the boundary conditions

o__ 0,
ti = oym; on I',

Solving for perturbations from an initial state We thus see that we can rewrite
the field equation of poroelasticity (balance of momentum of the porous media and fluid
continuity equation) as
(Uij — O'%)J =0 in (6].)
a¢ 0 :
i <’<~'z’j (p—p ),j)ﬂ, =5y  inQ (6.2)

We can thus solve for the perturbed state. In that way, we can thus put the effect of the
solid and fluid body forces into an initial stress and pore-pressure field.

6.2 Weak form of the problem

The first toward the solution of the quasi-static poroelastic problem with the finite element
method is to obtain a weak form. We will use the continuous Galerkin method and focus
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on a formulation where the primary unknowns will be the displacement vector u; and pore-
pressure p (one vectorial unknow, one scalar). As a result we will introduce two test/virtual
functions: one vectorial - virtual displacement v; , one scale - virtual pore-pressure r. We
assume the same continuity requirements (C,) for these tests function as for the unknowns.
Moreover, we enforce these test functions to have zero value on the part of the boundary
where Dirichlet boundary conditions are imposed.

We follow exactly the same route than for the elastic case. Here, we use equation (6.1)
for the balance of momentum and obtain

/eij(v)aij(u) dv :/ tfv; dS
Q Iy,

Similarly, using the same route than for transient flow (using here (6.2) for the fluid continuity,
we obtain

/r— dV+/7"mij(p—|—pfgx35j3),j = —/ qin;r dS—i—/T”de
r Q

q

6.2.1 Introducing the poroelastic constitutive equation

Introducing the poroelastic constitutive relation, the weak form of the balance of momentum
becomes

/eij(v)cijklekl(u) dV—/ €;(V)agjp dV = —/ eij(v)afjdV—/ eij(v)aijpodeL/ tv; dS
Q Q Q Q

Iy,

and for the fluid continuity

e, 10
/ o ej dV+/ Maf dV—i—/TiFdz'j (p+pfgx35j3)7idV:—/ qin;T dS—i—/T’WdV
Ty &

6.2.2 Final weak form

We can re-write the weak forms using the following bilinear operators
E(vi,uy) = / €i;(V)cijmen(a) dV
Q

A(vi,p) = /Qﬁij(V)Oéijp dv

1 0p
S(r,p) = rﬁa dv

C(r,p) = / rikip; dV
Q
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such that the weak form of the static linear balance of momentum is

& (vi, w) — Alvs, p) :/

Iy,

tfv; dS — / €ij(v)odV + A(vi, p°)
Q

and the weak form of the fluid continuity equation is

A(%,r) +S(r,@) +C(r,p) = —/ qingr d5+/rfde—/m/<i3pfng
ot ot r Q Q

q

where we see that the operator A(v;,p) captures the coupling between displacement and
pressure.

Note that in order to obtain a final system that is “symmetric”, we can take the opposite
(multiply by —1) the weak form of the fluid continuity equation.

6.2.3 Discretized final system of ODEs

We see that each bi-linear weak form will corresponds to a block of a finite element matrix
after discretization by finite element:

E(vi,v) ~ v Ku
A(vi,p) ~ v’ Ap

A (a—“ 7’) ~u’Ar = r"ATu
a1

op

S(r,— ) ~r'Sy

( at) P
C(r,p) ~r"Cp

where we have switched to the matrix notation with unknowns located at the nodes of the

finite element mesh. The matrices are denoted respectively as the stiffness (K), hydro-

mechanical coupling (A), storage (S), and condutivity (C).
The weak form can thus be re-written as:

vIKu—-v'Ap =v'f,
—rTATa—r"Sp —r"Cp = rTff
where f,,, and f; are the forcing terms associated with imposed tractions and initial stress

and pore-pressure (mechanics) and imposed flux + fluid sources (flow - consistent with the
proper sign convention chosen). We can re-write the system as:

COL ]G G e S1G) -6 (6)
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which is valid for any couple of test functions (v, r) such that we obtain the following system
of ODEs (Ordinary Differential Equation)

o el 510G (8)

Now we could have from the onset taken the time-derivative of the momentum equation. It is
the same (Convince your self by deriving it) to derivate the first “row” block of the previous
system. We thus obtain the following system of ODEs:

o ]Gl G -(5)

6.2.4 Solving for variation from the initial state

It is also possible to solve for variation from the intial state (this is possible only for the
linear case). We will write abusively

&ij = Uij — O';Jj
p=p—p°
note that as a result, the traction boundary conditions becomes on I';,

o

~ __ 49
Oigng = t; — oyn;

similarly for the dirichlet boundary conditions on pressure if any become on I,
p=p'—p°
The initial stress and pore pressure do not enter the system of equation to solve anymore

Introducing the poroelastic constitutive equation Introducing the poroelastic con-
stitutive relation, the weak form of the balance of momentum becomes

/ Eij(V)Ciijle(u) dV — / Qj(V)O&Z‘jﬁ dV = / (t? — ijnj)vi dS
Q Q I

and for the fluid continuity

8ei-(u) 1 8]5 -
/Q’/’aij ét dV"i‘ QT’ME dv_’_/gr’iﬁijp’j:_/r q;n;r dS—i‘/ﬂ’f”}/dV

q

This is of course strictly equivalent than solving for p and o;;... [do the back-subsitution to
convince yourself] the rest follow from there.
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6.3 Spatial discretization

So far, we have not specified the order of interpolation for the primary unkowns: pore-
pressure and displacement. One could think for example to use linear finite element for both.
However, we can directly see from the poroelastic stress-strain relation that this may not be
the best choice. Indeed, using a linear interpolation for displacement imply that for example
for a triangular finite element, the strain are uniform in the element - and so is ¢;jr€er - In
poro-elasticity to estimate the total stress, one then needs to add the effect of pore-pressure.
If the pore-pressure is also interpolated linearly, we end up summing a constant term with
a linear one inside the element to estimate the total stress. We can “feel” that this is not
optimal may lead to numerical problem. In fact, it can be mathematically proven, that such
choice of interpolation (linear displacement - linear pore-pressure) is unstable. It may work
for some problems, but typically can exhibit oscillations.

To ensure that we add term of similar order in the constitutive poroelastic relation, we
can choose to use a quadratic interpolation for displacement (and thus a linear variation of
strain) and a linear interpolation for pore-pressure.

6.4 Time Integration

We see that an explicit (forward Euler) scheme is not very appropriate here as i) the time
step must be smaller than the critical time-step of the flow / diffusion equation and that ii)we
would have to invert a rather large matrix at each (small) time step. We will thus stick to
an implicit scheme - which is both unconditionnally stable and first order accurate in time!.

We thus write ) A »
u u u” u”
At . = = —
(p) (AP) (p”“> (P)

and express the ODE system at time ¢, (Implicit scheme / backward Euler) such that we
can re-write it as

0 0 ut! K —-Al]/Au) f,
o s | () o [ S5 ) -2 ()
or re-arranging in terms of increments:

s e (5) -2 (8) -0 A ()

!One can also devise a f-method - and use a Crank-Nicholson scheme § = 1/2 which is second order
accurate in time.
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6.4.1 Undrained problem

Upon sudden application of a loading at time ¢ = 07, as At x f, ~ f,(t = 07) is finite (i.e. it

is the load suddenly applied), we thus obtain the following “undrained” system:

K -A Au '\ [ f
—~AT -8 Ap /] \ 0
which we can simplify. Indeed, the second row gives:
Ap=—-S'ATAu

and back-substituting in the first row, we obtain:

(K+AST'AT) Au=f

Note that A scales as o and S as 1/M, and K ( as K and G), it is akin (but not strictly
equivalent because of numerical round-off and inversion of S) to taking the undrained bulk

modulus of the poroelastic material and solve for an equivalent problem, i.e.

KuAu = ft
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Chapter 7

Extension to Thermoporoelasticity

these set of notes will not be reviewed during class - and would need some tidy up.

We will assume local thermal equilibrium within the Representative Element of Volume:
i.e. the fluid and solid phase are at the same temperature 7" inside the REV. In what follows,
we restrict to small strain linear behavior & isotropy for clarity.

7.1 Constitutive equations

7.1.1 The solid porous skeleton

Assuming reversibility, the solid Helmoltz free energy of the solid W, = uys — T'S; is a total
differential

d\IIS = O-ijdeij +pdg0 - SSdT
where Sy is the porous solid entropy per unit of volume (not per unit of mass) and ug the
porous solid internal energy (also per unit volume).

Assuming isotropy, we will write the constitutive equations from an initial state (Ufj, p°, T°),
assuming small strain and a linear behavior. Using Maxwell’s relation (i.e. the solid free en-
ergy is a total differential), the definition of the Gibbs potential (G5 = Vs — py ), we obtain
the following constitutive relations (for the porous solid):

Uij — O';-)j = 2G€ij + (K — 2/3G)ekk5” — (I(p — po)éij — BK(T — T0)51~

o= ¢— ¢ = aey + L — B (T —T°)

N
T—-1°
80— 8= B~ Aylp — ) + T

A3 is the volumetric thermal expansion coefficient of the solid skeleton (in K™' K for Kelvin),
Bg is ther volumetric thermal expansion associated with the porosity. Cv is the skeleton
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tangent volumetric heat capacity (J.K™'/L?) (the specific heat capacity is per unit mass,
i.e.(J.LK™'/M) - the two are related via density).

Similarly than for the poroelastic case, the response of the porous material can be splitted
in a volumetric and deviatoric part: the effect of pore-pressure and temperature changes will
only affect the volumetric deformation in the isotropic case

0—0°=Key, —alp—p°) - BK(T - T,)
Sij :2Geij

7.1.2 The saturating fluid

The previous porous skeleton constitutive relation are independent of the saturing fluid (only
contact force, i.e. pore pressure exerted on the solid matrix are considered). Similarly, the
constitutive equation of the fluid are independent of the solid. In differential form, we can
write the fluid constitutive relation in a linearized form (e.g. for a liquid) as:

dp dT

dpy dp
Pr_ Cp—
T

0 K, BrdT dsy = Bfa +
where K is the fluid bulk moduli, 8 its volumetric expansion coefficient and C,, the fluid
specific heat capacity at constant pressure (note all this coefficient are tangent’ ones). Note
that here sy has the dimension of J/K/M.

Note also that for an ideal gas, or if we want to account for phase changes, we need to
use more advanced equation of state (EoS) for the saturing fluid.

Remember also that here C), is the specific heat capacity (not the volumetric heat capac-

ity).

7.1.3 The porous material
Like in the poroelastic case, we can define a variation of volume content as
my —m$
(=T (7.1)
p
f

where the fluid mass per unit volume my is simply

my = pso
Similarly than in poroelasticity, neglecting second order term, we can write
Apy

C=¢+ po—
Py
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(ie. ¢ = dmy/p$) and thus combining the constitutive description of the solid skeleton and
fluid, we obtain

]- ¢0 (] o]
C=aaut (5 + 52 ) 057 = (ot 08T~ T
or using the definition of the Biot Modulus M and f3,, = B4 + ¢,8f is the hydro-thermal

expansion coefficient
(o}

- D
M
Moreover, neglecting second order terms,

C:&Ekk+p

- /Bm(T - TO)

C
d(mef) = sfdmf — (f)oﬂfdp + mf?pdT

Similarly the total entropy per unit of volume for the porous material in the REV is § =
mysy + Ss. Such that one has (neglecting second order terms),

T-T,
AS =5 = 57 = spp3C + fKews = Bn(p = 1) + Cj——

where Cy = C" + m;C), = C* + p5¢,C), (at first order). Note that Cp is a volumetric heat
capacity (while C), is the fluid specific heat). Note that it is more usual to use the specific
heat, so we can define for the porous material, the following specific heat

C" + p39,C)
p

C =
where p = pd, + (1 — ¢o)ps-

7.1.4 Recapitulation of the linear thermoporoelastic constitutive
laws

0—0°=Key, —alp—p°) = BK(T —-T°)  si; =2Ge;;
p_po o
_ﬁm(T_T )

M
. . T-1T,
S — 8% =53¢+ BKek — Bn(p — P') + Ca T

We can also re-write it as (focusing on the volumetric part) only

o—0°=Kye, —aM({— B, K, (T —T°)

( = aepg +

(=% ((a —o%)+ " ;po) ~ (B — aB)(T = T")

K aM
where K, = K +a*M is the undrained bulk moduli and 8, = 8-> + %ﬂm , B =aM/K,

is the Skempton coefficient etc.
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7.2 Conservation laws

Balance of momentum
82ui

ot?

ot fi=p

Mass conservation (under the assumption of small density changes) can be written as

¢
ot +qii =7

where v is a fluid source / sink term (e.g. injection from a well).

Energy conservation We have now to consider the first and the second law of thermo-
dynamics (see e.g. your continuum and fluid mechanics classes)! One can then writes the
following local entropy balance in the absence of irreversible mechanical dissipation (plasticity

)

oS
T (81& (prS7aQi), ) = —Qi; +pr

where pr is a thermal volumetric source / sink term.
Using the mass conservation, and the constitutive relation for the porous material entropy

Oe 0 oT
(5[( 8’;’“ ﬁma—]t?) + Cda +Tqi x (pysg)i = —Qii + pr

Linearizing around the initial temperature, noting that pyds; = —B¢dp + pr'pdTT

aEkk 0
(BK o P )+pcat

Moreover the latent heat due to deformation and pore pressure changes are always much
smaller that the one associated with compare to the heat capacity, i.e K < Cy and (,,dp <
pC, similarly Srdp < psC;, such that we can write the heat equation as:

oT
It + [pyCp(T — TO)]J- ¢+ Qi; = pr

If convection is negligible - which the cases in a large number of applications (the notice-
able exception being geothermal energy) we have

8

+ ¢ X (pfCp(T = T°) — BsT°(p — p°)),s = —Qiy + pr

pC—

T
+ Qz i
Fourier’s law relates heat flux to temperature gradient

Qi = AT

)

where A is the termal heat conductivity.
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A
W/m/K
Granite 2.4
Carbonate | 2.1-2.9
Chalk 0.9

Marble 3.15

Schist 0.9-1.6
Salt rock 11.3
Dolomite 3.15

Table 7.1: Some value for the thermal conductivity of rock (note that it vary much less than
the intrinsic permeability). Specific heat does not vary much between rocks - 0.5-1 kJ /kg/K.

7.3 Summary

In summary, we have the following conservation laws:

05+ fi=0
9¢
n +qii =
or

C—r + Qi = pr
rC—; Qii=p
Counstitutive relations

0—0°=Kep, —a(p—p°) — K(T —T°)

¢ = e+ Pt = B (T = 17)
Transport laws: Darcy & Fourier
k
G =——(p+ prges)
M
Qi = )T,

Sz'j = QGEU

Initial and boundary conditions Same as before for in-situ stresses and pore-pressure.
For temperature, similarly we will solve for variation from an initial temperature field. (See

next paragraph).
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7.4 The geothermal gradient

The distribution of initial Temperature at depth - like the initial pore-pressure profile - is
increasing with depth although deviation occurs (Heat anomalies etc.). In continental Europe
in average (apart from anomalies), the Temperature increases roughly of 3°C' per 100 meters,
i.e. 0.03°C'/m. Thus, one needs to drill to ~4.5km to reach 150C (adding a average surface
temperature of 15C). Note that counter-example abounds, for example a temperature of
200°C is reached at 300 meters depth in the geothermal field of Lardarello (Tuscany, Italy)!
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Chapter 8

Failure of geomaterials - recaps

The notes here are a brief summary - and do not replace your geomechanics course notes.

8.1 Geomaterials fail in term of Terzahi’s effective stress

It is extremely important to know that geomaterials fail in terms of Terzaghi effective stress:
in our convention o;;+pd;;, i.e. experimentally we can define a yield surface as f(o;;4pd;;) (see
Fig.8.1 for an experimental validation of Terzaghi’s effective stress under tri-axial conditions).
This is because for rocks (and soils), most -if not all- of the volumetric part of the plastic
deformation corresponds to plastic variation of porosity. The (irreversible) plastic work
increment WP is of the form

WP = O'ijd(?% +p d(pp

For plastically incompressible solid constituents (e = 0), i.e. all the volumetric irreversible

strain of the porous material are due to porosity change (compaction or dilatancy) such that
:6p, ~ ¢P. In that case, we see that driving force for plastic deformation is o;; + pd;;, i.e.
WP = (0;; + péij)de%. The driving force for poro-plastic deformation is Terzaghi’s effective
stress
O-z,'j = 04 —l—p&j

Recall that the driving force for poro-elastic deformation is the Biot’s effective stress : o;; +
apd;; . The two are generally different for rocks (not for soils for which o = 1 in most case)
- this important difference has brought much confusion in the literature.

Important Remarks

e In rock/soil mechanics, the convention used by most practitioner is of positive stress
in compression (positive strain in reduction), such that using such convention the linear

71



Brice Lecampion Computational Geomechanics - 2024

240 7_‘

220 - Deviatoric

experiment

200 - -0’

180 -

160

733 (MPa)

140 @ p =1MPa
© p =10 MPa

1201 f=d ® p =20 MPa

100 o

%0 |0~ = V3

20 70 120
o’ = - (o + p) (MPa)

Figure 10.9 Investigation, through a deviatoric experiment, of the relevance of extension (Equation
(10.70), of the loading function in order to account for a nonzero pore pressure (data from Vincké,
0., Boutéca, M., Piau, J-M. and Fourmaintraux D. (1998). Study of the effective stress at failure
Poromechanics, A tribute to M.A. Biot, Proceedings of the First Biot conference, eds. Thymus et al.,
Balkema)

Figure 8.1: Validity of Terzaghi’s effective stress at failure. Deviatoric triaxial experiments
- Study of the effective stress at failure for different pore-pressure. It clearly demonstrate
the validity of Terzaghi’s effective stress to check the stress at failure for a porous material.
Taken from Coussy (2010).

poroelastic constitutive relation is:

Oij — 04 = Cijhi€rk + a(p — p°)0i
las a pressure is >0 in compression by convention| and the Biot’s effective stress tensor
is thus o;; — apd;;. and the Terzaghi’s effective stress tensor (driving plastic flow) is
O'Z,-j = Uij _pézj
e In this course, we stick to the continuum mechanics convention, but when plotting e.g.
Mohr Circle etc. , we plot in terms of —o;;

8.2 Elasto-plastic constituve law

Fig. 8.2 displays a schematic of a failure envelope f(o;; + pd;j, x) in the ¢ — P’ median plane
(i.e. writing f as function of the first two invariant of the effective stress tensor), where
q = v/3Jy (Jo is the second invariant of the stress deviator), and P’ = o}, /3 the effective
mean stress. In the elastic regime, the stress within the porous material remains inside the
yield surface (f < 0). As the yield surface is reached (f = 0), irreversible strain occurs
(plastic strain) and the state of stress remains on the yield surface f = 0 (i.e values of f > 0
are not admissible).
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The small strain and porosity variation can be splitted in an elastic and a plastic part:
€ij = €5+ € o= +P=p=¢"+6,
or in terms of increments using a dot for the (possibly fictitious) time derivative

The constitutive law thus becomes in incremental form:

L : . D
p =@ =alén —éy) +
C =@+ croop

for the elastic part, while plasticity, with a possible hardening/softening described via a
variable x (e.g. the volumetric plastic strain), is mathematically formulated by:

1. the fact that the stress must remain limited by the yield surface
floy +pdij, x) <0
2. the plastic strain derives from a potential as function of the stress state

0
& = 29
8(0' ij + péw)
with ¢ is denoted as the plastic potential and the plastic multiplier A is necessary

positive or null
A>0

3. and of course plastic flow occurs only if the stress state is such that it is exactly on the
yield function (a condition often called as the complementary condition):

f(oij +pdij, x)A =0
4. a law for the evolution of the hardening variable
X = A (0ij + pdij, X)

Note that in addition, a consistency condition stipulates that if the state of stress is on
the yield surface, it must remain on the yield surface if plastic flow occurs (A > 0), which
translates in:

fxA=0
where f is the possible variation of the yield surface due to hardening / softening
. of ., Of.
1= 5070 T g X

v
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) Critical
q p!aStIC stateH plastic
dilatancy contraction
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Figure 8.2: Yield surface in the ¢/ — P’ plane. qg = 3Jy =

% ((or —o1)?>+ (011 —o11)*>+ (6 —0o51)?) , PP = (0 + p) in the convention of
positive stress in tension.

8.3 Typical failure envelopes for geomaterials

Three typical “zones” can be roughly distinguished for the failure of geomaterials depending
on the mean compressive stress. Refeering to Fig.8.2: a) tensile / low confining stress non-
linearity, b) frictional response (medium confinement) and c) compaction / pore-collapse
(large confining stress). In zones a and b, the material dilates plastically, while in ¢), it
contracts. The point where plastic flow occurs without volume changes is often denoted as
the critical state.

Remarks

e The effect of the intermediate principal stress, although often neglected, can have an
influence....

e Geomaterials are typically “non-associative”. It means that the function governing

plastic flow rule ¢ is different than the yield surface f, (defj = dAW) - or in
others words the plastic flow does not occur in a direction perpendicular to the yield

function in the stress space.

e hardening/softening is more or less complex - it is always better to do material charac-
terization for the type of loading that will be encountered (instead of trying to be very
general - which ends up in deriving models with zillions of parameters)
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Figure 8.3: Mohr Diagram & Mohr-Coulomb failure envelope.

8.3.1 Mohr-Coulomb

Note that the frictional response is pervasive over a large range of confinement. It is usual
to plot the failure envelope in the Mohr diagram (see Fig.8.3). The Mohr-Coulomb yield
surface is written as (with stresses >0 in traction) :

floij +pdy) =7—(C— (0 +p)tang) <0

with 7 the maximum shear stress (e.g. ||o3—o01]|/2) and —(o+p) the effective mean confining
stresses. (' is the cohesion and ¢ the friction angle.

For Mohr-Coulomb, the maximum shear and corresponding effective normal stress 7,,, and
o). are related (i.e. coordinates of the point touching the failure envelope) by:

Tm = (—0),)sin¢ + C cos ¢

Note also that C'cos¢ = UCS x (1 —sin¢)/2.

Remember that at low confining stress, Mohr-Coulomb is not adequate - although a “tan-
gent” one can always be written with a friction angle increasing with decreasing confinement.
A tensile strength o; (under uniaxial, zero confinement) is typically used to characterize
tensile failure - from a strength perspective.
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In term of principal (effective) stresses We can re-write the Mohr-Coulomb envelope in
term of principal effective stress - (again convention positive stress in extension,/ compressive
stress <0 in compression) - o7 < o777 < 0

f(OJIa OJHI) = (OJHI - 0/1) + (OJI + OJHI) sin¢ — 2C cos ¢

or
flog,0711) = —07(1 — sing) + o (1 + sin @) — 2C cos ¢

Note - undrained response In that case, for soil (o ~ 1 and typically soils exhibit a
nearly incompressible response under undraind loading - i.e. v, ~ 1/2), the mean effective
stress remains constant, such that the deviatoric load at failure is

|0t — o7l =2C cos ¢ + o] + 0| sin ¢
i.e. in a geotechnical setting, |0} + o%;;| = (K, + 1)0.°, and one has the following expression
for the undrained shear strength c,

1
cu = Ccos ¢+ é(Ko + 1)o7l sin ¢

Such an approximation is grossly over-estimated in the case of normally consolidated soil -
and should not be used! Moreover it is an under-estimation for very over-consolidated
soil. If sufficient experimental data is available, it is recommended to use a modified Cam-
Clay model to properly capture the undrained behavior of soils. At minima, if using Mohr-
Coulomb, a non-associated flow rule should be used to minimize dilatancy (we will discuss
that in more details in the coming weeks).

8.3.1.1 Drucker-Prager equivalent

The Drucker Prager is a smooth/continuous version of the Mohr-coulomb criteria (without

corner points) written in terms of ¢ = /3.5 = \/% (o7 —o11)? + (011 — 0111)% + (07 — 0111)?%)
and the mean stress —P (again here in the convention of positive stress in tension)
fla.=P)=q—&(-P)—k
which with values in 6 in o
= GW k= 6C’m

fit the outer Mohr-Coulomb in the w-plane. Note that it is only an approximated equivalence
- and the experimental data appears to be closer to the original Mohr-Coulomb criteria.
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Drucker-Prager Coulomb

Figure 3.14. The Drucker—Prager and Coulomb yield surfaces.

Figure 8.4: Equivalence between Drucker-Prager and the Mohr Coulomb criterium on the
so-called 7-plane. Taken from Davis & Selvadurai (2005).
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8.3.2 Tresca

It is a subset of Mohr-Coulomb, with ¢ = 0. A criteria valid for soils under undrained loading
(where C' = ¢, or sometimes written also s, in the soil mechanics literature).

8.3.3 Modified Cam-Clay

I refer you to your Geomechanics class notes - see also Muir Wood (1990). The Modified
Cam-Clay is a volumetric hardening/softening model. In addition it includes the non-linear
dependence of the volumetric stress-strain relation even in the elastic reversible regime.

Here writing in this section p = — P’ as the mean effective stress (be careful p is not the
pore-pressure here) - positive in compression - to keep in line with classical expression of the
model. The modified Cam-Clay model reads as

fp.a,x) =¢ — M?p(x — p)

where y is a stress hardening variable (i.e. x is the pre-consolidation pressure). The yield
surface has the form of an ellipse in the p — ¢ plane with the critical state line ¢ = Mp passing
through the top point. Plastic flow is taken associated, and the hardening rule is

(%

. p
= é
X ch e Gk
where ¢ is the compression index, ¢¢ the recompression index and v = 1+ e is the soil specific

volume (e is void ratio).
In addition the reversible elastic response of the soil is non-linear in its volumetric part-

the elastic part of the strain (i.e. the recompression line) is related to (effective) stress as:
v=wv; —cInp

where ¢¢ is the recompression index and v; the soil specific volume at a reference state- note
dv/v = —deg (soil mechanics convention of strain >0 in compression used in this subsection

here).

8.3.4 Failure of faults / pre-existing fractures

In the case of pre-existing fracture / fault of normal n;, a Coulomb criteria can be directly
written relating the effective normal stresses (a;l = n,;0;;n; +p) to the plane to the maximum
shear stresses 7 = \/ n;0i0n, — (no;m;)? on the plane. The Coulomb yield surface is

7<C—puxo),

(again convention of positive stress in tension), where y = tan ¢ is the friction coefficient.
Usually, cohesion is neglible compared to the shear stress at depth. Compilation of data
suggest 1 ~ 0.6 — 0.8 (Byerlee law - see Fig. 8.5).
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Symbol  Reference Rock type
. 2F Granite, fractured
- 2G Granite, ground surface
14 . 3 Limestone, Gabbro, Dunite
- 5 Granite, ground surface
° 6F Weber Sandstone, faulted
13- . 65 Weber Sandstone, saw cut o
. 9 Granodiorite Qb
12+ o 13 Gneiss and Mylonite s x
16 Plaster in joint of Quartz Monzonite . Q
TS 2 20 Quartz Monzonite joints <
M 25 Westerly Granite, Chlorite, Serpentinite,
o 10 . illite, Kaolinite, Halloysite, .
S_’ [ Montmorillonite, Vermiculite ¢ .
x ol 26 Granite . .
n - 27 Kaolinite, Halloysite, Illite,
5 - Montmoritlonite, Vermiculite .
o 8-
ok WA
” .
g (L e
- 5l . % c
w e Sl s
L3 s
2 4 oK s
wv o B
w, e M !
3 A
‘b‘) % or "M
2k, o
] Yy
T 3 oM
0 T T SR NN SN FOUURN SR B | [ N NN NN S S S M R |

1
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Normal stress, oy (Bars x 10%)

j Maximum friction data (reproduced from Byerlee, 1978, with permission from Springer).

Figure 8.5: Joint/fracture friction. Taken from Cornet (2015).

Note that faults can be either frictionally weakening or hardening with slip: i.e. their
friction coefficient decays (weakening) / increase (hardening) with accumulated slip until a
residual value is reached. This is a very important feature as an initially stable failure can
lead to a dynamic instability in the weakening case (i.e. an earthquake occurs) ! Frictional
properties are also typically rate dependent.

Faults are also modeled with so-called rate and state friction models. In these models,
an internal state variable is able to capture the recovery of frictional properties (healing) as
well as weakening/hardening. These models are very popular in seismology as they allow to
capture the complete earthquake cycle (note that they assume that a fault “always” slips).
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Chapter 9

Elasto-plasticity 1

Here, we leave hydro-mechanical couplings aside for simplicity and focus on the solution of
small-strain elasto-plastic problems - with an emphasis on constitutive models relevant for
geomaterials (frictional, non-associated etc.). Leaving hydro-mechanical coupling aside, we
thus write the yield surface as function of the stress tensor o;; for simplicity. When tackling
poroplastic problem, we "just’ need to switch to Terzaghi’s effective stress o}, = oy; + pdi; -
which is the stress driving plastic deformation - note also that ¢? = ¢},

In what follows, we denote the time-derivative with a dot. These notes do not replace
a good textbook on elasto-plasticity, for example Lubliner, J. (1990), Davis & Selvadu-
rai (2005). For numerical methods in elasto-plasticity, I recommend de Souza Neto et al.
(2011) for a good description of practical algorithms, Simo & Hughes (1998) for more ad-
vanced /mathematical details.

9.1 Elasto-plastic mathematical description - recaps

Without particularizing to a given failure model, the elasto-plastic constitutive law accounting
for hardening/softening is

e strain rate decomposition
éz’j - éfj + EZ
e Elastic relations between increment of stress and elastic part of the stain rate €; =
éz’j — EZ
Gij = cigu(éij — €))
e Yield function

where y represents hardening variable (for simplicity, we will assume there is a single
hardening variable)
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e Plastic flow rule (possibly non-associated if f # ¢), and evolution of the hardening

variable
0
& =r2L  A>0
J (90'@‘
X = AH (045, X)

A is often denoted the plastic multiplier.

e Complementaty condition
A (oijx) =0

which implies that (with the previous conditions on yield and plastic multiplier):

A > 0if and only if f =0
A=0if and only if f <0

e Consistency condition ‘
Af=0

which implies that (with the previous conditions on yield and plastic multiplier):

A > 0if and only if f =0
A=0if and only if f <0

in other words if the material flow plastically, the stress (and hardening variables)
evolves such that the condition f = 0 remains satisified. However if the state of stress
or hardening is such that we move away from yield - no plastic flow occur.

Note that the conditions
<0 A>0 Af=0

are often refeered to mathematically as the Karush-Kuhn-Tucker conditions (they are en-
countered in problems involving inequalities constraints - we have already encountered those
when tackling unconfined flow).

9.2 Tri-axial test of a Mohr-Coulomb material

Let’s now focus on a Mohr-Coulomb material in order to undersand how one can solve the
elasto-plastic constitutive relations in an incremental manner. We investigate the response
of the material in a triaxial experiment where the stress and strain in field are uniform -
such that the balance of momentum is trivially satisfied. This corresponds to a 0D problem
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- which is very similar to what one will have to solve at each Gauss integration points when
solving a elasto-plastic problem using the finite element method.

We re-write the Mohr-Coulomb enveloppe (again convention positive stress in extension/
stress <0 in compression): oy < o777 <0

f(U],O’][[) = (O’][[ — 0[) + (O'[ —+ 0'[[]) sinqS — 20COS¢
or as
f(O'[, O'][[) = —0'1(1 — sin ¢) —+ O'[[[(l + sin gb) — 2C cos ¢

Let’s consider the case of a conventional tri-axial test (in-fact biaxial) under vetical displace-
ment control - i.e. we will control the total vertical strain rate. The specimen is a core:
cylinder of radius R and length L. In such a test, the stresses are homogeneous, and in
cylindrical coordinates, we have

Ozz =07

Orr = 099 = OJIT Org = 0p, =0
[no shear in the absence of friction at the loading platten/specimen interface which is never

truely the case]. The axis of the core is the direction of major principal stress.
Under homogeneous deformation, the displacement field takes the form

[ur(r), up = 0, u-(2)]

and the only non-zero strain components are:

ou, U ou,
€Err = €po — — €2z =
or o 0z
The elastic part of the constitutive relation reduces thus to
62 = (1 + l/) UEZ — %(Uzz + 2O'TT.)
e, =(1+v) gér - %(O’ZZ + 20,,)
Orp U
ego = (1 +v) — —(022 + 20,,)

E FE

9.2.1 Hydrostatic confinement stage

The first stage of the test consist in the application of a hydrostatic confining pressure (this is
a hydrostatic compression) - no failure occurs during that stage for a mohr-Coulomb material,
and the state of stress at the end of this stage is:

0r =011 = —0c¢
and the axial and volumetric strain (purely elastic) are simply
€. = —(1—2v)o./E
e = —3(1 —2v)o./E
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9.2.2 Deviatoric loading stage

We now keep the radial confining pressure constant, and increase the axial load (or more
precisely in the test we control vertical total strain rate é.,).

It is easy to obtain the compressive axial stress oy = —o, where plasticity will occur, i.e.
when f =0

(14 sin¢) Ccos ¢
‘(1 —sing) * C(l — sin @)

the total axial strain (when first reaching this point is yet the one given by elasticity ):

Og =0

a o 2
1—2v
—€gk = %(0—(1 + 20c)

Let’s now look at how the material deforms plastically when we keep increasing the load /
total axial displacement. We will assume, for sake of discussion, that the fow rule may be
non-associated and write the plastic potential as

g=—or(1 —siney) + o777 (1 + sinv)

where 1 is a dilatancy angle () = ¢ in case of associated flow). Moreover, we will investigate
hardening / softening: assuming that the cohesion evolves linearly as function of accumulated
volumetric plastic strain (for illustration - other evolution could be thought of)

Clx=¢,)=C+He,

The plastic flow rule is (moving the sign to the RHS - recall deformation in contraction are
negative)

—é? = \(1 —sin))

—€él = —\(1+sinv)

—€, =A((1 —siney) —2(1 +siny)) = —A (1 4 3siny)
we see that because A > 0, the plastic volumetric strain is always positive - i.e. always
dilatant ! This is a particular feature of the basic Mohr-Coulomb criteria - (one typical

extension is to make the dilatancy angle decrease with accumulated strain to make it more
realistic).
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We now solve for the plastic multiplier A The consistency condition (A f= 0) tells us
that as long as the material satisfies the yield function and flows plastically (A > 0), then
the state of stress must remain on the yield surface : i.e. f =0, in other words

where x = €}, here. Particularizing for our case, we obtain
—(1 —sin@)c,. + (1 + sin @), — 2H cos péy, =0
Moreover here, the confining pressure is kept constant such that ,, = 0. such that we obtain
—(1 —sin@)d,, — 2H cos p(1 + 3siny)A =0

and also (because d,, = 0.)
0., = (€., —€L)E

such that we obtain
(1 —sing)(é,, — 2 )E +2H cos (1 + 3sinp)A =0

from which we can solve for \

E(1 —sin¢)
E(1 —sin¢)(1l —siney) 4+ 2H cos ¢(1 + 3sin )

A= —¢,,
Note that because it is a compressive test €., < 0 such that we recover A > 0.

Axial stress rate We finally obtain the axial stress rate as:

(1_ E(1 —sing)(1 — sinq)) )E
E(1 —sino)(1 —sind) + 2H cosp(1 + 3sine) )

Ozz =

Perfectly plastic case (H =0) In the perfectly plastic case (H = 0), we have

1

A= _ézz(l —sin)

and |
6on = Eéos + M1 — sing)) = e, x E x (1 - SM)) 0

we recover that in the perfectly plastic case, the stress remains constant during plastic flow
0., =0.
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Total volumetric strain rate The total volumetric strain rate (note one can measure
the total volumetric strain by adding the vertical and radial strain measurements) can be
obtained as the sum of the elastic and plastic strain rate - expressing it as function of the
applied vertical strain rate:

ék-k == EZk’ + Ezkjrk
(1—-2v), . E(1 —sin¢) (1 + 3sin)
)

T B 7 *F _sing) (1 —sing) + 2H cos p(1 + 3sin o)

B E(1 —sin¢)(1 —sin)

N ((1 ~ ) (1 ~ E(1—sin¢)(1 —siny) + 2H cos ¢(1 + SSinz/z))
E(1 —sing) (1 + 3sinv) .

E(1 —sin¢)(1 — sine) + 2H cos ¢(1 + 3sin¢)> =

9.2.3 Full Stress-strain curve

Figure 9.1 displays some example of stress-strain curves (axial stress versus axial strain and
volumetric strain) for a) a perfectly plastic associated material, b) a non-associated perfectly
plastic material, ¢) a non-associated hardening material and d ) a softening non-associated
material where in the cases b) to d) we have ¢ < ¢.

9.2.4 Summary

We have seen in the simple case where the stress field is homogeneous how to solve for
material deformation. For any practical geometry, the stress/strain fields are not spatially
homogeneous. We will need to couple the solution of the balance of momentum with the
solution of the non-linear elastoplastic constitutive law. We will have to do this at every
Gauss point where the stresses are estimated in a finite element setting. Before moving to
such a problem, as a first step, to introduce numerical methods, we investigate the finite
element solution of the non-linear elastic case first.
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Figure 9.1: Example of stress-strain curve for a MC material during the deviatoric stage of
a conventional triaxial test (0. = 12) - all stress/stiffness in e.g. MPa. The base materials

parameters are: £ =20, v =0.15,¢0 =30°,C =3

a) associated perfectly plastic (¢» = ¢, H = 0), b) non-associated perfectly plastilg %876
2/3¢, H = 0), ¢) non-associated hardening (¢» = 2/3¢, H = 0.6), d) non-associated softéning
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9.3 Toward the solution of elasto-plastic problems with
FEM: non-linear small strain elasticity

Let’s focus on a reversible non-linear elastic behavior. For a material in domain €2, the
boundary value problem reads

0ij.j + fz =0 in

ti = 0;jn; = tf(t) on Fti
u; = u(t) onT,,
Uij = Cijkl<€ij)€ij iIl Q

€ij = 5ty + uji)

where the stiffness tensor is now taken as a smooth / continuous function of the current
strain for example. The problem is now path dependent and as a result it is time-dependent.
Let’s write the evolution of the load via a multiplier, i.e.

ty = aT?

and we step by increase o from 0 to 1 (imposed)- stepping in “artificial” time. We will thus
solve for the balance of momentum and the constitutive relation at every step - following the
deformation of the material as the load increases.

The weak-form / principle of virtual power reads in the absence of body forces f; = 0:

/ Eij (vi)aij(eij(ui)) dV = Oé/ Uijjig dS
Q

Iy,

The left hand side is often referred to as the internal forces and the RHS as the external
forces. Upon discretization by finite element, we can write a residual at a given load step
from t,, to t, 41 , i.e. from «a,, to o, 1. In a finite element method, our aim is to solve for the
displacement at u,1 (vector of unknowns at the nodes) . We build the residual of the weak
form. Upon discretization via finite element

r(un+1) = int(unJrl) - 04n+1fext

where at the element level

e [ Bt

e

— / N'T dS
Fte
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As the problem is non-linear, for a given state, we must minimize the residuals. Using the
Newton-Raphson algorithm, we expand to first order the residuals - around u® 41, We write

ork(uk, )
r(ulty) =rf(ul, ) + Wnﬂts ni
n+1

and enforcing that r(uflﬂ) = 0, we obtain a tangent linear sytem for the increment

or* (u +1) k41 k(o k
au—r;(;unil = —r(u, )

upon its solution we write
k41 k+1
upll = uh 4 dupl)

or
% is the so-called tangent stiffness matrix (e.g. Jacobian)

unJrl

or* ( +1 7 00(Wns1) 7 00 (Unt1)

Untl) _ gk _ / n dv = / - B dV
do(uy L . o
The matrix D = % is coined as the consistent tangent operator - linking stress
€n+1 ek
n+1

- strain increment : it is dependent of the specific constitutive relation used. It results from
a linearization of the incremental stress updating procedure!. We see that we need to obtain
the expression of D at every Gauss point in order to obtain the tangent stiffness matrix.

Summary of the FE algorithm for a path-dependent non-linear material
1. Assemble the global external force and set up the loading curve a(t)
2. Initialize increment counter i := 1, start the loop on the load steps
3. Set the load facter for the step [t,,t,i1] , 1.€ Qi1

4. Find the root of the residual

r(unJrl) == int(un+l) - OénJrlfext

using a Newton-Raphson procedure:

INote using the infinitesimal tangential relation and linearizing the problem before its discretization
results in poor accuracy and convergence. It is always better to linearize after discretization. Hence the
term Consistent Tangent Operator.
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(a) Start a iterative loop (iterator k) - iterate upon convergence ||r(ufi})|| < € X

(ny1 erth)

(b) at iteration k + 1
Compute r*, assemble the tangent stiffness matrix K* +1, and solve for

k k+1 _ _k
K 0u, 5 = —r

9.4 Solution of elasto-plastic problem via FEM

The overall methodology is the same than the one described for the non-linear path dependent
case above, but now the material constitutive behavior is more complicated.

Let us first recall, the time/load multiplier problem. In the absence of body forces (f; = 0),
the principle of virtual work reads :

/ Eij(vi)aij(eij(ui)) dV = a/ UZ‘T‘ig dS
Q

Iy,

Upon discretization by finite element, we can write a residual at a given load step from
t, to t,y1 , i.e. from «, to a,,1. In a finite element method, our aim is to solve for the
displacement at u,; (vector of unknowns at the nodes). We build the residual of the weak
form. Upon discretization via finite element

I'(lln+1) == fint(un—i-l) - an+1fext

where at the element level

£, = [ Blotu,.) dv

e

T
= / N'T dSs
Fte
Now, let’s re-write the displacement, stress and strain at n + 1 as

U, =u, +Au
Oni1 = 0p + Ao

€ni1 = € + A€

The aim is to find the root of the residuals r(Au). Like in the non-linear elastic case, this is
done using a Newton-Raphson algorithm. At every iterative steps of the Newton-Raphson
algorithm, one needs to compute
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1. the residual
r(Auk) = fmt(Auk) - Oén-&-lfext

in other words, to estimate the internal forces (assembly over all elements), one needs
to estimate the stresses at the Gauss integration points for a given displacement field at
the nodes uf_; = u,+Au. This is step of the algorithm is the constitutive integration
steps / incremental stress updating procedure- also denoted the radial return mapping
in elastoplasticity.

2. the tangent operator

KE — 8r n+1 Z/ pr Z7\Un+1) 0o (up 1)
e a€n+1

which is actually obtained from the linearization of the stress update procedure.

B dV

k
6n+1

We now discuss these two steps.

9.4.1 Incremental stress update

The local stress update aims at obtaining the stress tensor o,,,; given the strain increment
Ace over the load step (i.e. the displacement increment Au gives the strain increment at
the Gauss point of the element as BAu in fnite element). Here I use the matrix notation
throughout.

For an elasto-plastic material, the stress update is performed as follow.

1. Trial elastic state
First, during the load step, the deformation is supposed to occur elastically. In orther
words, Ae? = 0, such that the elastic part of the strain is

e e
€1 = €, + Ac
and the trial stresses are just obtain as
trial e
o = on +DAc

where D¢ is the elastic stiffness matrix. Moreover, the hardening variable are assumed
not to change (as no plastic deformation are assumed to occur):

trial

Xn—l—l = Xn

2. Plastic corrections
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(a) if f(olrial yirial) < 0, then the trial stresses are in the elastic range: no plastic
deformation occurs for the given strain increment. The stress update is finished:

_ _trial trial __
Ont+1 = Opqq Xn+1 = Xn
and
8J<un+1> - De
aEn—i—l

[the elastic matrix is the consistent tangent operator]

(b) if f(olrial, xrial) > 0, then the trial stresses violate the yield function: plastic flow
occur for the given strain increment. The stress state must be “returned” onto
the yield function in order to satisfy it. This procedure is called the radial return

mapping.

9.4.1.1 Plastic corrector step (Radial return mapping)

If the trial state violates the yield function, we need to account for plastic deformation and
solve locally for the constitutive law. Let first, recall the hardening elastoplastic law
]

A€l = (9_0 - )\N(Un+17 Xn+1)

. 0 . . :
where we have written 8_9 = N for short. Moreover, the increment of hardening variable can
o
be written as

AX = )‘H(Un—i-la Xn—i—l)

where H is a hardening function (given / observed experimentally - recall the simple one
we used for the triaxial test which was simply linear with a constant hardening modulus).
Moreover, the stresses must satisfy the yield function, and the elastic relation

S(Ons1, Xng1) =0 Ont1 = Op + Pe (Ae — AN(0y 41, Xn+1))/ = O'Z:ﬁl — ADN(0p11, Xnt1)

Ao

We thus must solve for A\, Ao and Ay - to satisy the following three equations (yield
function, elastic relation, hardening / softening evolution)

f(Ont1, Xnt1) = f(Ao,Ax) =0
Ao =D (Ae — A\N(Ao, Ay))
Ax = AH(Ao, Ay)

This of course depends on the constitutive model (expression for f , N and H). Such a
system can be solved via any root finding scheme (e.g. Newton-Raphson or others).
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9.4.1.2 Consistent tangent operator

Because A > 0 (plastic step), we must have
or\" af\"
Af=0= —f Ao + —f Ay
do ox

[recall the consistency condition: the stresses must remain on the yield surface during plastic

deformation| - Writing g—f = N, and or = X for short, we obtain
o

Ix
Na (Ao, AY)'D? (Ae — AN(Ac, Ax)) + AX (Ao, Ax)"H(Ag, Ax) = 0

In the simple case where the yield function, plastic potential and hardening evolution are
linear in term of stress, and hardening variable, then

H(Ao,Ax)=H
etc. then we have
Na"DAe = A (NA"D°N — X"H)

_ NA'DeAe
~ NA'DeN — XTH

and we obtain the incremental stress-strain relation

Ao = <De _ (D°N) (NADE)T ) Ae

NA"DeN — XTH
in other words the consistent tangent operator

M D= |D— (D°N) (NAD6>T
Oént1 NA'D*N — XTH

More complicated constitutive relations For more complicated constitutive relation,
the consistent tangent operator is more tedious to obtain. It is always the linearization of
the local stress / total strain increment - which is obtained anyway when solving the plastic
correction step using a Newton algorithm.

Note that the term radial return algorithm (or radial return mapping) is often used for the
plastic corrector step - this terminology arises from a graphical representation of the scheme
for the Von Mises criteria which is a simple circle in the principal stresses space: hence the
term radial and return for the fact that we project back the stresses onto the circular yield
function in that case.
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9.5 Unstable equilibrium - The arc length method

In a number of cases, we are interested in determining the ultimate limit load of the structure
- the load at collapse. The global (structure) load-displacement curve can exhibit instability:
buckling, snap-through or snap-back (which can happen in the presence of softening). In
these cases, the applied load must decrease to keep following an equilibrium path.

The idea behind the arc length method is to solve for both the load multiplier a,,,; in
combination with w, ;. We write

Aa =y — ay

Au = Uy — Uy,
and write the residuals as
T(A’u’7 AOé) = int(un-l-l) - (an + AOé) fezt

The arc-length method needs an additional constraint to solve for the increment of the
load multiplier. The most commonly use is to restrict the displacement increment Awu via a
“cylindrical” constraint (a scalar equation):

Au’ - Au = 12

This ensure that the load increment will decrease if needed. It’s like switching to a
“displacement” control whereas the boundary conditions are initially set in tractions.

It is possible to solve in a coupled fashion for the residual equations and the displacement
increment constraint via a Newton-Raphson algorithm. This is the more robust method.

Other methods (partly coupled) attempt at keeping the usual Newton-Raphson update
while updating for A« in a staggered manner.

Page 93



Chapter 10

Poro-plasticity

In this short chapter, we highlight important aspects of the impact of plasticity on the
response of fluid saturated porous media. This set of notes recaps some of the points seen
during the exercice session #10.

As discussed previously, porous material plastic response is driven by Terzaghi’s effective
stress:

O-z{j = 0y —|—p51'j

[Recall that this come from the fact plastic variation of porosity is directly equal to plastic
bulk volumetric strain|. Note again in our convention stresses are positive in tension.

In porous media, the yield function and plastic potential is thus function of the effective
stress tensor, and plastic flow is

@ 99

i !

da;
p __ D
¥ = Ck

The variation of porosity ¢ = ¢ — ¢, - just like the strain - is the sum of an elastic and a
plastic part

€ij = Efj + Efj
¢—Qo=p =9 +¢
Before starting the discussion, it is important to point out that the variation of fluid
content o
myy—1m
(=——
Py
as discussed when introducing poroelasticity, we have seen that this variation of fluid content
contains 2 parts: one related to the variation of porosity, one related to the fluid compress-
ibility
C =@+ (bocf(p _po)
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where ¢ is the fluid compressibility and p, is the initial pore pressure.
The stress-strain poroelastic relation can thus be written accounting for plastic strain as
[ and for simplicity assuming zero initial stress and pore pressure]
05 = Cijri(€m — €4y) — PO;j

)
o — ¢ = aley, — GZk) +

==

10.1 Undrained poroplastic response

Let’s investigate the case of plasticity occuring under undrained conditions (e.g. sudden
applications of a load). By definition in the undrained limit, the variation of fluid content is
null, such that [for simplicity assuming zero initial stress and pore pressure]

Y = _¢chp
i.e. we have p
0 =@ +alewr — €py) + N " = €
1.e. »
EZk: + Oé(€kk - GZk) + M =0

p=—M(e, + aeyy)

Shear under constant total volumetric stress In that case, o is constant [e.g. case of
a test with ct confinement|, but the effective stress is

o' =0— M, + aey,)

we see that if under increasing shear stress the plastic response is dilatant, €, > 0, then
the effective stresses decreases. In our convention, they become more compressive. So for a
Mohr-Coulomb (MC) material, we move away from failure. This effect is refer to “dilatant
hardening”.

We therefore see that in a structural context (where stress / strain are not uniform), an
excess of dilatancy can lead to an over-estimation of the undrained collapse load. As already
mentioned, an associated MC material leads to unbounded plastic dilatancy and thus should
not be used under undrained loading. Non-associated MC is recommended, and if a degree of
dilatancy is observed, it is always bounded - such that the dilatancy angle should eventually
goes to zero after a given amount of inelastic strain.

If a Tresca model is used (with undrained cohesion), no dilatancy occur, and in all cases,
the mean effective stress does not play a role on failure. A tresca model thus provides
reasonable collapse load.
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Of course, the complex response of a soil is better captured by a Modified Cam-Clay
which as we have seen in the exercice provides good estimation of elasto-plastic collapse
under undrained (and drained) conditions).

10.2 Drained poroplastic response

In the drained limit, all initial excess of pore-pressure have dissipated. The effective stresses
reduces to the total stress. In that limit, a MC constitutive relation provides good estimated
of collapse load.
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Chapter 11

Limit analysis / rigid plasticity

We have seen (c.f. exercice week 10) that an elasto-plastic analysis allow to obtain the
ultimate load above which unbounded plastic flow occur / in other word total collapse of the
structure.

In this chapter, we briefly re-derive the lower and upper bound theorem of limit analysis
- which allow to directly obtain the collapse load for rigid plastic material. We then briefly
describe numerical techniques based on a combination of finite element and mathematical
programming for the solutions of these class of problems.

Here for simplicity, we work in total stress and strain - the application to drained problems
in fluid saturated geo-materials follows directly from the use of the effective stress where a
Mohr-Coulomb is adequate. Undrained problems can be tackled in total stress with the use
of a Tresca model.

11.1 The rigid plastic boundary value problem

When aiming at determining the collapse load of a (geo-)structure whose constituent behave
in a ductile / elasto-plastic manner, neglecting elastic deformation is a reasonable assumption:
at plastic collapse, most if not all the deformation will be irreversible. We therefore neglect
any elastic strain and thus have:
€ij = ezpj

When doing so, we will see that two useful theorems can be derived (for associated plastic
flow) that allow to bound the ultimate limit load.

As usual, restricting to quasi-static, for a body €2 following an associated rigid plastic
constitutive relation, the mechanical problem reads

0ij,j + fz =0 in )
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in all points of Q, the stress tensor is continuous and differentiable, but surfaces Sy, (lines in
2D) where the displacement is discontinuous may exist (i.e. shear bands). Denoting n; the
normal to such surface of displacement discontinuity, the traction vector t; = o;;n; must be
continuous across Sy, in other words:

(057 — o) nj = [log]]n; = 0
where the 4+ and — denotes the field above/below the surface of discontinuity. The notation

[[-]] denotes the jump across the surface of displacement discontinuity.
The usual boundary conditions are:

Oy = t‘;] on Fti

u; = ul

; on I'y,

with the usual non-overlapping restrictions on I',, and I';,. The rigid plastic constitutive
relation for a yield function f(o;;) (no hardening) is

f(O’ij) <0 EZJ =0 A=0
) of
f(O’ij) =0 €5 = A>0 (111)

302-]-

Af =0 (11.2)

where the strain rate tensor €;; defined as

obeys the compatibility relations.

Important Note:

The lower bound and upper theorems are strictly valid only for associated plastic models
(with a convex yield surface). However, one can ’violate’ this mathematical proof, and
perform limit analysis with a non-associated flow rule - a lower bound is no longer guarantee.
However, it has been established (“experimentally”) that a upper bound for an associated
flow rule is also an upper bound for a non-associated flow rule.

11.1.1 Principle of virtual power

Denoting w; a virtual velocity field, the principle of virtual power reads

~

7Demt‘ ({Lz) - Pint (uz)
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with the external power
Pt (i) = / fit; AV + / tdi,; dS
Q Iy,

and the internal power - splitted in region of bulk plastic flow and along discontinuity of
displacement
Q/SE SZ

11.1.2 Load multiplier

It is usual to parametrize the load applied on a structure (or the gravity) as e.g. 7 = ot
where ¢ is the load at collapse - such that in that case a« = 1 at collapse. [Note that any
other value than t§ can be used, -results can always be rescaled after].

Typically several loading parameters can applied on the structure. The goal of limit
analysis is to determine the domain K of “safe” load where collapse is prevented. This
domain typically depends on:

1. the geometry of the structure
2. the loading
3. the type of failure criteria used.

but it does not depend on the loading path neither on the initial condions.
In practice, K is approximated / bounded by static and kinematic approach.

e The static approach provides a lower-bound of K. It consists in finding a statically
admissible stress field for a parametrized loading e.g. (Q1,Q2) = a X (Qf,Q3) (where
Q3, Q% are small vaues inside K) and then to maximise the loading multiplier while
ensuring that the plastic criterium is satisfied in all points in the domain f(o;;) < 0.

e The kinematic approach provides a upper-bound of K. It consists in postulating a
kinematically admissible displacement field describing the failure. Then the inner max-
imum dissipated power is computed while ensuring that the plastic criterium is satisfied.
Using the principle of virtual work and minimising on the load multiplier, we obtain
an upper bound of the collapse load.

11.2 Lower bound and upper bound theorems

We recall the principle of virtual power - when all the applied displacements are constant in
time (for simplicity) - for any kinematically admissible displacement field
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022

Figure 11.1: Example of yield surface in 2D (f(0;;) = 0). Illustration of the property of
of

convexity (of; — 07;) Jo, > 0.

80@»

/ ot (d) AV + / oiin, Hu” ds = / frt AV + / 1% dS
Q/Ss Ss, Q I

For simplicity in the following, we assume that there are no shear bands Sy, = ) - note
that the same demonstration can be made relaxing that assumptions.

11.2.1 Lower bound

Let of; be a statically admissible stress field corresponding to a load multiplier a* satisfying
the yield function f(o7;) < 0 in all points of the domain. The principle of virtual power for
such a statically admissible stress field taking for the velocity field the exact solution wu;

/O-gjéij dV:aa/ tfuzdS—i—/(fz)ude
Q I Q

where 1, is the solution of the velocity field and ¢;; the corresponding strain rate.
For the exact stress field o;; at collapse, the corresponding value of the plastic multiplier
at collapse @ = 1, we have

Q I Q
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022

o ﬁJU% < 0.

Figure 11.2: Example of a concave yield surface where one can have (aij — Ufj) 3
Uij

Experimentally, (and physically), we observe that the yield surface are always convex. This
can be intuitively understood.

Substracting the above expressions, we obtain

a c - a af
(1 — )/Ft tzuldS = /S;(O'ij — O'Z]))\aTU dV >0

such that

a <1
because the external power is positive t§u; > 0 (can also be used as a scaling factor). The
value o is thus a lower bound of the true collapse load because

. Jf

(0ij — U?j))\aaij

>0

This last inequality is related to the convexity of the yield surface (and the fact that o,
sastisfy the yield criteria) - see Figures 11.1-11.2.

11.2.2 Upper bound

Let’s take a kinematically admissible velocity field u{ . For such a displacement field, corre-

b . . . . . . . . o1 .
sponds a stress field o7, satisfying the yield criteria (but not necessarily satisfying equilibirum)

such that €, = )\b% where A is the corresponding plastic multiplier. One can define the
ij

load multiplier
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aab/ tgugdS:/( AP a b av — /fz ady
Ty Q

For the solution stress o;; (at plastic collapse) - which coincides with o« = 1 (due to our
definition of «r), the PPV for the test fielduf is:

1></ t;ugdsz/(%wa AV - /fz aqV
It Q

(otgp — 1) / t5uldS = / N(a? — 04) 8]; dV >0
Ft Q a

i.e. finally we thus have

such that

Qgp > 1

due to the property of convexity of the yield function (and the fact that we have used an
associated plastic flow).

The displacement field u{ corresponding to the load multiplier «,, thus gives
an upper bound o,t; of the true collapse load .

11.3 Numerical limit analysis

The problem of numerical analysis can be formulated as an optimization problem with con-
straints: both equalities and inequalities constraints. Algorithms from numerical optimiza-
tion can then be used - notably interior point methods which can tackle large amount of
constraints.

11.3.1 Lower bound problem

The requirements of a lower-bound problem are

1. Equilibrium (everywhere in the domain)
oij;j+ fi=0

2. Tractions boundary conditions - with a multiplier term
oiin; = at;

3. Yield condition (everywhere in the domain)

floij) <0
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One can devise a lower-bound element where the component of the stress tensor are unknowns
at the nodes, i.e. in matrix-form one can write

o(x) = Ny(x)o

and the above continuous requirement translate after finite element discretization into the
following discrete problem

Maximize «
subject to Byo +f =0
n’o=at

Flo —k+s=0, s>0

where BL provides the discretized divergence operator, and we have “linearized” the yield
function and introduced a slave variable s. Note that the strain / displacement are given as

Va=F'Ax X>0
and the KKT conditions are (point-wise)
sA =0 A>0 5>0

Such a constrained optimization problem is solved via an interior point method in Optum.

In OptumG2 (2D), the lower bound triangular element has 9 stress unknowns and a
constant displacement vector (2 unknowns). Triangular patch of zero thickness are introduced
between all triangles to better capture stress discontinuity associated with shear banding.
The yield function inequality is enforced at every nodes. Figure 11.3 sketch 2 neighbouring
element with 2 zero-thickness patch. In total, there are 2*(3*3)=18 stress unknowns + 2*2
= 4 for displacement (for the 2 elements - none for the patch) - 22 in total. There are 2*¥4=8
equilibrium constraints, 6 yield function inequality constraints, and 8 tractions continuity
constraints (4 outside edges) - 22 equations in total.

11.3.2 Upper bound problem

The requirement for the upper bound rigid plastic problem can be written as

1. Principle of virtual work

Pe:ct<u’ia Oé) = Pznt(uz)

2. Scaling of displacement at collapse via the external work (on all surfaces)

/tfui s =1
I
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Og

(o]

Figure 11.3: Lower bound stress element (Taken from Optum G2 documentation).

3. Yield function / Plastic criterium everywhere
floij) <0

4. Flow rule and complementary conditions

aO'Z'j

A>0  fA=0

Note a slack variable s can be introduced such that the yield function inequality is replaced
by
floij)+s=0 s>0

The above upper bound problem can be formally re-written as
Minimize Pip;(;) — Pt (Ui, ) =

of

0015

subject to €; = A

A>0

r

where the internal dissipation (internal power) P;,(1;) is function of the type of yield criteria:
it is either zero (when the yield criteria is stritly negative) or positive. It requires to obtain
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an explicit expression of the internal dissipation function which depends on the type of yield
criteria used.

Upper bound element have displacements at the nodes as primary unknowns. For 6-nodes
Gauss, the displacement is quadratic, and stresses linear. Like for the lower bound element,
patch of zero thickness can be introduced between elements to reproduce discontinuity of
displacements (but the displacement are always continuous).

11.3.3 Mixed formulation

Here one solve for stresses and displacements. This is what is done in Optum - and depending
on the choice of the type of element (lower-bound / upper bound). Let’s re-write the problem
in displacement / stresses. The variational form of the rigid plastic problem is (note the
discontinuity are modelled via zero thickness element so their contributions in the internal
power is left into a single integral for simplicity):

min,, Maxy q,; @+ /
Q

Q Iy,
with( at all points) f(o;;) +s =0, s>0
Note that
of

80'ij

Let’s build the following Lagrangian
Q Q Iy, Q

with s > 0 and the complentary conditions s\ = 0 and A > 0.
The optimality conditions (zero gradient at the optimal point) are
oL
—:1—/ tu; dS =0
O r,,

oL
. /Q(%',j + /i) dQ+/ (0ijnj — at]) dS = 0= 045, + fi = 0,

1%
oL .o 0 .o 0
ao'ij = /Q(EZJ(UZ) — )\aJJ:J)dV =0= Eij(Ui) - /\80']:-]-
oL
5= [ (o) 50V =02 (e +5) =0
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and the complementary conditions related to the inequality constraints are:

s>0
A>0
sA=0

everywhere in the medium.

We see that from the optimality conditions, we recover: 1) the balance of momentum, 2)
the tractions BC, 3) the scaling of the external work, 4) the plastic flow rule, 5) the inequality
related to the yield function and 6) the complementary conditions.

Lower Bound Minimizing the Lagrangian with respect to displacement reduce the problem
to the lower-bound case. The solution (for stress and displacement) can thus be obtained
using the lower bound element previously described.

Upper bound The upper bound problem is actually better solved using the mixed formu-
lation (solving for displacement and stress), as the internal dissipation function entering the
principle of virtual work does not need to be explicited (this is a nice practical advantage).
In OptumG2 two upper bound elements are available: 1) a linear displacement / constant
stress triangle, 2) a quadratic displacement / linear stress triangle. In both case, patch of
zero thickness are added between all elements allowing to capture displacement discontinuity.
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Chapter 12

Two-phases flow in porous media

This set of notes introduces the basic of the flow of 2 immiscibles fluid in porous media:
typically a wetting and non-wetting phase. Here for clarity, indices 1, 2 will refer to the fluid
phases. As a result, I will use bold faces for vector and greek letters (V etc.) for spatial
differential operators.

12.1 Formulation

12.1.1 Saturation and relative permeability

The pore-space of the porous media of porosity ¢ is filled with 2 compressible immiscible
fluids (phase 1 and 2) at the level of the RVE. We denote S; the saturation of the pore space
by fluid 1, and the following closure relation holds:

S1+ 5 =1

Typically one phase is wetting (e.g. 1) and the other non-wetting (e.g. 2). A capillary
pressure p. may develops such that

Pe = P2 — P1-

A relation between capillary pressure and saturation exist. This form may be intrcated,
depend on residual saturation etc. Here, we write it schematically as

Pc(51) =P2—"N

i.e. as function of the wetting phase saturation. Similarly, it is customary to introduce
relative permeability for these 2 phases - non-linear function of S :

krl(‘Sl)
er(Sl)
with krl(Sl = 1) = 1, krl(Sl = O) =0 and Similarly kr2<sl = 0) =1.
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12.1.1.1 Mass balances

The mass balance of each phase in the RVE reads

OPpadSa
ot

+V'po¢qa:poﬂ/a (121,2
where 7, is a volumetric sink/source term for phase «.

12.1.1.2 Phases fluxes and total fluxes

Darcy;s law now reads

. kroz(‘sa)K (

«

VPa = pag) a=1,2

a:

with K the porous media intrinsic permeability. It is usual to define the phase mobility as

and the total mobility as

)\(Slap2) = Zpa)\a = pl)\l + p2)\2

the fractional flow functions
£ = Para
N

(note that f; + fo = 1) and the following non-linear functions:

e and ’average’ density (which will appear in the buoyant term)

_ Aupt + deps
A

e and
P1P2A1 A2
X=—

A

dP.
dS;

b=(pm—p)x a=xx
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The introducing of these functions becomes clear when one re-write the system of equations
using S; the saturation of phase 1 (wetting phase) and p, the pressure of phase 2 as the
primary unknowns. Note we have

So=1-25 p1 = P2 — pe(Sh)
Notably, let’s write the total mass flux M;

M; = p1q; + p2q2

as function of Sy and p»:

M, = p1q: + p2Q2

= —p1 M (S1)K(Vpr — p1g) — p2A2(S1)K (Vp2 — pag)
= —p1 M (S1)K(Vp2 — Vpe — p1g) — p222(S1)K (Vpa — p2g)
= —A(S1,p2)K (Vps — pg) + p1A1(S1)KVp,
= —A(S1,02)K (Vps — f1(S1,p2)Vpe — pg)
finally
M, = —A(S1,p2)K (sz — f1(51,p2)ddsl (Sl,pz)g)

and we can express the phases mass flux as

dp.
p1dr = My — paq2 = —AipK (sz - gvsl Plg>
1

dp.
= f1(S1,p2)M; + X (S1, p2) = KVS1 4 b(S1, p2) Kg

dS;

a

(do the derivation as exercice) and

P292 = f2(517272) - 5(51,]92)

dp.
de1
12.1.1.3 System in term of S; and p,

Summing up the mass conservation for the two phases, we obtain
9¢ (p151 + p2(1 = S1)
ot

and the total flux M; has been expressed previously as function of p, and S;. Werewrite it
here to highlight the terms

+ VM, = pim + pa72 (12.1)

dp
M; = —A(S1, p2)K (VPQ — fl(Sl’pQ)dS (Sl,pg)g)
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such that we have

9¢ (p151 + p2(1 = S1)
ot

dp.
ds;

+V- <—/\(517p2)K (sz — f1(S1,p2) =5V 51 — P(Shpz)g)) = p1tp272

We then keep the mass conservation for the first phase and write it via the expression of
P1d1

Opp15
ot

dp.
+V- <f1(517p2)Mt + X(prz)ﬁKVSl + 5(517]92)Kg> =pmn (12.2)
1

12.1.1.4 Initial and boundary conditions

Initial values for saturation S; and pressure p, everywhere in the domain €2. then
Si(x,t) = SY(x,1t) on I'S! pa(x,t) = pi(x,1) on I'?

and
p1d1(x, t)n = Qq(t) on 't P29z (x, t)n = Q4 (t) on [P
with 9Q = 5! UTS = %2 UT?2 and the usual 'S N TS = () = T%? N 22,

12.2 FEM

It is typical to use linear shape function for ps and S such that we can also obtain Ss , p. and
p1 at the nodes. The resulting coupled PDE problem is highly non-linear due to the relative
permeability and capillary pressure functions. Some strategies involved: doing a staggered
coupling, solving implicit for pressure (implcit in time) then evolving the saturation in an
explicit manner). Other due a full implicit coupling. The non-linearity can be either solved
via a Newton-Raphson scheme or fixed point (the latter sometimes require relaxation or
Anderson acceleration to converge).
Let’s do a bit further massaging of the 2 conservation equations.

0 S1+p(1 =S8 dp,
¢ (p151 atPQ( 1)+V-<—/\(Sl7p2)K (sz - f1(S1,p2)dg VS — P(51,p2)g)) — p1Y1tpara
1
0op1 S dp.
9255; S+ V- <f1<817p2>Mt + X(Sl,pz)ﬁKvsl + b(Sl,pg)Kg) =M (12.3)
1
we can rewrite the second one as
0op1 S dp,
¢§; 4V (_Al(SlvPQ)pl(SMPQ)K (VPQ - %V& - 01(51,p2)g)) = pm
1

we thus see a sort of symmetry between the spatial operator of the resulting system p, S; .
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For the time derivative we can rewrite

dpp1S1 d¢ dpr apz 551
= < 1(S1, p2)51dp TG, ) o TP
and similarly
06 (p1S1 + pa(1 =S d ; =
¢ (p151 ath( ) {<p1<517p2>51 +2(S1,p2)(1 = 1)) d_(bz M ¢Sl% rolt= Sl)dgz} %
oS
+ o(p1 — '02)8_751

Note that we have the pore-compressibilit /3,

do

Bd) dp2

and

dpr _dp dp_dpr (1_dpc)
dp,  dpr dpx  dp dp,

for a liquid phases - we can linearize and introduce liquid compressibilities /3,

dp,,

dpa

After FEM discretization, the final ODE will look like

M, My 0 S1 n Ki Kig | | S _ f;
My My, | 0t Ky Ky P2 f5
where the mass matrices and the conductivities matrices are non-linear function of S; and

po (and the force terms have buoyant effects non-linear as well). Note that the full system is
not symmetric (e.g. Ko # Ko, same for mass).

ﬁa:
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Appendix A

Displacement, Strain, Stress - some
recaps

Review this chapter at your own pace to refresh your continuum mechanics - it will NOT be
covered in class.
Convention of summation on repeated/dummy indices is used otherwise stated.

A.1 Transformation, displacement and strain

Let denote (e;, ez, €3) an orthonormal cartesian basis, and consider a solid material. Let’s
adopt a reference configuration (undeformed / initial) in which the solid occupy the volume
V,. In this configuration, the particles of the solid can be located by their position vector
X (coordinates X;), and dX is an infinitesimal vector which links the solid particle located
at X with the nearby particle located at X + dX. Now, let’s assume the solid undergoes a
deformation from the initial to a current (deformed) configuration at time ¢. In this new/
current configuration, the particle whose initial position vector was X can be located by its
current position vector x which is a function of X and time

= x(X,t) = X + u(X, ?) (A.1)

where u is the displacement vector from the initial to the current deformation. After defor-
mation the infinitesimal vector dX linking 2 nearby particles in the original configuration is
now dx , and we simply have by differentiation of the previous equation:

ox; ou;
de; = I, —dX; = ((5” + X, > dX;
dx = dze;

Ox;
Fi; = e X, is typically denoted the deformation gradient.
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Figure A.1: Uniaxial stretch (left), simple shear (right) transformations

Let’s take two simple examples, starting from an infinitesimal element dX;, originally
aligned with the orthornormal basis.

e Uniaxial transformation: x; = a4+ AX;, xo = b+ X, (and 23 = ¢+ X3), then we change
in the length of the infinitesimal element in direction 1:
d[L’l - dX1 8u1

= =A-1
dX;y 0X;

e Simple shear : x; = Xj + X5, 5 = X5 (and 23 = X3),

d.ﬁlfl = Xm‘{‘Bng
d[L’Q = dX2

Note that there is no change of volume under such a transformation. (area of parallel-
ogram defined by two vectors v, w with angle 6 between them is A = ||v||||w]| siné ...).
Also, the angle between dz; and dxg is simply 7/2 — arctan § ~ 7/2 —  for § < 1.
The change in angle (between direction 1 and 2) is 5 (to the first order).

The same apply to a small material volume dV, in the initial configuration to the current
one dV. The volume of a parallelepiped dV is given by dV = dx3 - (dx; X dx3) .... show that

3:102-
0X;

dV:‘ dv,

Deformation induces change in the length of the material vectors and the
angle they form between each others.
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Figure A.2: Transformation and small strain
A.1.1 Small Strain
< 1foralliand j!

‘ To grasp its meaning, let’s restrict to 2D. Let’s look at the deformation of an initially
square parallelogram and two infinitesimal line segments in the direction 1 and 2 in the
original configuration (blue in Fig. A.1). Displacements are labeled such that u; denotes the
displacement of the point initially at (X;, Xs), the displacement of the point originally at
X1+ dXy is u; + dX 0u;/0X;. If the material fibers shown in the 1 and 2 direction did not
rotate, then the strain defined as their fractional change in length (e.g. (dz; — dX;)/dX;)
would be exactly €17 = Juy/0X; and €33 = OQug/0X,. These expressions remain correct to
the first order in du/0X if the fibers do rotate. The angle reduction between two originally
orthogonal fibers in the direction of increasing X; and X is Ouy /00X + Oug /0 X, (to the first
order accuracy of Ju/0X), and this define a shear strain ~y;5. For the shear strain €5, we use
half of 715 however. Thus considering all shear and extensional strain in all directions at a
material point, we obtain the following strain tensor:

6. — l 8UZ i 8uj
v 2\0X;  0X,

Under the small strain assumptions, we may write 9/0X; ~ 0/0x;.

8u2

Green-Lagrange Alternatively (mathematically), we can define the Green-Lagrange strain
tensor as relating the change in the dot product of two infinitesimal material vectors dX and
dY which transform into dx and dy during the deformation

dx -dy — dX -dY =dX - (F'F —1)-dY = 2dX - D - dY (A.2)
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8:1:1»

a—Xj. From the definition of the

where F denotes the deformation gradient tensor Fj; =
displacement vector, we obtain
D, 1 <8uz~ N du; N Ouy, 0uk>
2\0X, 00X, 0X;0X;
and we immediatly recognized that the small strain tensor ¢;; is the first order linearization
< 1 for all i and j. Now, taking dy = dx in eq.(A.2), we

8711'

X,
obtain after dividing by [|dX||?:

of D;; accurate as long as ‘

dx —dXdx+dX _ dX-D-dX
[dX]] X [dX[[2

dx+dX

under the small strain linear assumption, we have D = € and “axp 2, hence
dx — dX
|dX]]

where N; = dX;/||dX]|| is the unit vector in the direction dX. For example if N = e; , we
see that €17 is the fractional change in length in the e; direction.

= Nieiij

A.1.2 Material derivatives - Lagrangian vs Eulerian

The velocity v is the time-derivative of the material position vector in the current configu-
ration x:
_0x  Ou
ot ot

So-far we have only taken the Lagrangian point of view, which always refer to the change
with respect to an initial configuration (i.e. like following an individual particle). On the
contrary, Eulerian description focus on a specific geometrical position and specify e.g. the
flow field with respect to that position.

Let G be a quantity function of the current position and time, i.e. G = G(x(X,t),t) , the
chain rules give the following material derivative:

dG  0G  0x; 0G  0G e
i~ o otom ot Y

In the case of solid( and a porous solid), a Lagrangian description is usually preferred,
while Eulerian description is used in fluid mechanics. Note also that in the flow in porous
media litterature, an Eulerian description is sometimes used (implicitely). Note that for
small strain, Eulerian and Lagrangian description can eventually be merged provided only
spatial derivations are involved - which is the case for creeping flow (Stokes-flow) typically
occuring in porous media. Note, however, that the concept of displacement is only relevant
in a Lagrangian description.

A%
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A.1.3 Small strain & compatibility conditions

The small strain tensor is symmetric and has 6 independent components. We need additional
relations to integrate it to obtain the displacement vector, i.e. the strain compatibility
conditions.

The spin tensor (anti-symmetric part of the displacement gradient) is defined as

1
wij = 5 (Ui — uj;)
2
and we see that
1 1
Wik = 5 (Wigk = Wia) = 5 (Wigg + Unij = Wiki = Unji) = €xij — Ejhi

We can deduce the compatibility conditions on ¢;;, from the fact that:
Wij k1 = Wij 1k
which gives
€ij il + €riij — €ik i1 — €k = 0
A.2 Stress and equations of motion

Let denote x the position vector of a point in space. Let v(x,t) be the current velocity and
p(x) the mass density of the material. The linear momentum of a material element dV is
pvdV and its angular momentum relative to the coordinate of origim is x x pvdV. Linear
and angular momentum equilibrium express that the rate of change of linear momentum
(resp. angular) are equal to the sum of forces (resp. torques) applied to the body. The latter
being a combination of body forces density f and surface traction T (function of the surface
normal n):

d

— [ pvdV = /de+/T(n) ds

dt Jy v s
d
—/xxdeV = /xxde—i—/xxT(n)dS
dt Jy v s

Restricting to quasi-static conditions, the balance of linear and angular momentum re-

duces to:
/de+/T(n)dS S
\% S

/xxde—i—/xxT(n)dS =0
v s
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Action-Reaction law Let consider an infinitely thin cylinder (of volume 7R%h where R
is the cylinder radius and h its thickness) with S,,; the outer cylindrical surface (size 27w Rh
), ST and S~ the two -end surfaces oriented by the unit outward vector n and —n. Applying
the linear momentum, in the limit where the cylinder thickness tends to zero such that the
outer cylindrical surface S,,; and volume V vanishes, we obtain:

/ T(n)dS+/ T(=n)dS = 0
5+ -
Since it holds whatever dS, we obtain the action-reaction law:

T(—n) = —T(n)

Small tetrahedron Let consider an infinitesimal tetrahedron, whose faces S; are parallel
to the coordinate planes and oriented by —e; . These surfaces A, are linked to the base
surface S of unit normal n,

Sj = S?’Lj
[Note n; = 1/v/3, S = h*\/3/2, S; = h?/2]. The balance of momentum, for an infinitesi-
mally small tetrahedron reduces to
hS
?O(f) + ST(H) + SjT(—ej) =0
using the action-reaction law, and letting A — 0, we obtain
T(n) = T(e;)n;

Now, suppose that we consider an element of surface dS through a point x so that its
outer normal points in the positive j direction (n = e;). Let 01}, 03;, 03, define the cartesian
components of the stress vector T acting on this element of surface dS is, given by:

T(ej) = aljel + O'Qjez + 0'3j€3 = O'ijei

For a general element of surface dS of normal n = n;e;, we have T(n) = n;0;;e;, where o;; is
the stress tensor (dimension of Force / area). It s a linear operator relating the stress vector
T(n) to the normal n of the element of surface.

Introducing in the linear momentum, we obtain:

14 ov

Applying’s the divergence theorem, we obtain the local form of the balance of momentum
(under quasi-static conditions)

|Exercise: Show that the stress tensor is symmetric using the balance of angular of mo-
mentum]|.
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Angular momentum quasi-static case

1% s
but T; = o;nk, the second term becomes:

/S(:EZT’] — x]E)dS = /S:z:iajknk — a:jaiknde = /V aixk (l’iajk — .CI?jUik) dV =

80jk 8oik
— P R St LA Sl 15 1 74
/V(UJ Oij + Dz xj@a:k)

using the balance of linear momentum, we obtain the symmetry of the stress tensor:
Oij = 0ji
A.2.1 Principal stresses - Mohr Circles etc.

A.2.1.1 Coordinates transform

Let consider another orthornormal system of coordinates (e}, e,, e;) , let R;; be the matrix
containing the coordinates of e; in the original system e; , such that

/
e; = Rije;

it defines the transformation between the two orthonormal frames, and Rikaj = 0;j (RixRji =

dij); .e. we also have. e; = R;fpje;-. Note that for a vector v, its component in the new frame

. 12
is v; = Ryjv; .
For the stress vector, its definition in either of the 2 frames are
. . ! ’ /

with the stress tensor in the frame (e}, e,, e;) therefore given by

!
. T
o = Bijoi Ry

A.2.1.2 Principal stresses & invariants

Due to the symmetry of the stress tensor, and the coordinates transform previously stated, at
a given point, it exists three mutually independent direction forming an orthonormal frame
such that the stress tensor expressed in that frame is diagonal. These are the principal stresses
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direction, to which are associated the principal stress values which we can algebraically denote
01,02 and o3 (in increasing order). They are solution of an eigenvalue problem i.e.

0ijPj = OD;
the eigenvalues (three) are solution of the characteristic equation

det(aij — oéij) =0= —0'3 -+ 110'2 + IQO' + ]3 =0

Stress invariants independent of the chosen coordinates system, to the number of 3.

L = oy
1
[2 = 50’1']‘0'1']‘
1
Iy = 301i0kTki

A.2.1.3 Normal and shear stress to a plane

Let denote a plan of normal n, with s a vector in the plane (such that s;n; = 0), the traction
vector T' can be decomposed in a normal and shear component in this plane. The normal
component of the traction vector is denoted the normal stress o,,:

Tin; = njoyn; = o,
and the tangential stress in the direction s is
ﬂSi = SZ‘O'ijTLj

Note that in a given plane, where 2 orthonormal vector define a local basis, they are of
course two associated tangential stresses. Taking the norm of these tangential stresses, we
obtain the so-called shear stress. It can be directly expressed as

2

2
T = ’I’LiO'Z‘jO'jk’I’Lk — (Jijnmj)

A.2.1.4 Mohr Circles

Let’s take an orthonormal basis made of the principal direction of the stress tensor (I, II, TII)
with principal values o; > o7 > o;;7. For a given normal n to an infinitesimal surface, the
traction vector reduce to

Ty =omg Tir = oy Trrr = o

The normal stress
2 2 2
On = 0Ny + ormrr + Orrmirr
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and the shear stress:
Tl +0n = ot + ot + ol
Let’s take as a particular example, the case where the normal to the segment lie in the
plane (I, IT) i.e. perpendicular to direction III, with an angle 6 to the direction I: n; = cos#,
nyr = sinf, and n;;; = 0. The normal stress is:

or+ -

o, = 1ron + o1 on cos 20
2 2
T = —%SiHQQ

[Note that € lies in the range [0,7/2], the shear stress is obviously null for § = 0 and 7/2
and maximum for § = 7/4. |. We can see that the traction vector in that case, is located in
a circle (parametrized by the angle 6 defining here the normal to the infinitesimal plane) in
the o,, 7 plane, with center (m%, 0) and radius 57,

We can do similarly for the cases where the normal to the segment lies in the plane (I,
III) and (I, II). We therefore obtain three circles, and we can show that the traction vector
to any surface with normal n lies in between the two small Mohr circles defined by o7 — o7,
and o777 — oy and the largest Mohr circle defined by o777 — o7.

A.2.1.5 Mean and deviatoric stress

It is sometimes worthwhile to decompose the stress tensor in a volumetric (mean) and a

deviatoric part:
_ Tkks

Uij =
3
By definition si;, = 0. Note the invariants Js of the deviatoric stress tensor s;; are
J =0, Jo=15 176  Js=13—20J,/3—1}/27

It is interesting to note that for an element of surface with normal (v/3/3, v/3/3, v/3/3)
in the principal stress direction basis, the normal and shear stress are

/3
an:_fl/?)zakk/?) T = §J2

ij T Sij

A.3 Exercises

1. Let’s assume a Mohr-Coulomb failure envelope, i.e. 7 < C' — o, tan ¢ representative of
rocks. Rocks are weak in tension, and fail at higher shear stress when the compressive
normal stress is higher (tensile stresses are positive in the convention used in this
chapter). In a bi-axial test (i.e. 2 principal stresses oy and o), what is the angle (with
respect to the largest principal stresses or) of the element of surface which fails first
(i.e. touch the failure surface first)?
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2. An irrotational displacement field is such that V x u = 0. Provide two simple examples
(in 2D).

3. Derive the strain compatibility conditions (compatibility conditions for integration of
the strain tensor).

4. Prove that the stress tensor is symmetric (hints: start from the conservation of angular
of momentum)
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Appendix B

Coordinates systems

[in french ;), my 20 years old indispensable list of differential operators in the different
coordinates systems]
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. <. Tableau de passage des coordonnées

_ Coordonnées cartésiennes orthonormées,
__Coordonnées cylindriques, .
_. Coordonnées sphériques, -

Coordonnées cartésiennes

Définitions

orthonormées
_ o
X3(Z) &= Oz;

1 coordonnées

l champ de vecteurs a( M) l

2N = wi( ME

vecteurs unitaires l

\ de base

de; =0
dM = dzi&;

gradient d’un
scalaire f

df = grad f-dM

grad f = %5; = fi€

gradient d'un champ

de vecteurs @

L OuiL -
grad ¥ = a—I"-e; @ €j
i

d¥ =(grad 7). dM =u; j€ D Ej
champ de déformations
1 1
€= §(grad i + tgrada) €ij = §(u;,j + uj)




Coordonnées cartésiennes
orthonormeées

divergence d’un
champ de vecteurs
div @ =Tr(grad @)

div @ = ugk

laplacien d'un
scalaire

Af =div (grad f)

AI=Z%;—J;'=f,ﬁ

laplacien d’'un
champ de vecteurs

Ad =div (grad o)

champ de tenseurs
du second ordre T

divergence d’un
champ de tenseurs
du second ordre
symétriques

divo

changement de coordonnées
pour les vecteurs de base

changement de coordonnées
pour un vecteur i

31
Il
£

changement de coordonnées
pour un tenseur du
second ordre symétrique €

€ = €€ D €




Coordonnées cylindriques

. _O0M
—- "7 o
z €2 g = 19
€ ‘T
M € = %
. Y
. er
Définitions
0 -
Yy
r
]
X
I coordonnées | OM = ré, + z€;
|champ de vecteurs u(Af) | (M) = urér + uglp + u.€;
vecteurs unitaires | di. = dfé€y déy = —dfe, dé, =0
de base dAf = dré. + rdfé, = d:¢.
gradient d'un
scalaire f
== - 1
df =grad f-dM grad [ = Q,-j:e"r + —a—f"o + 6—fé';
ar r 08 0z
gradient d'un champ
de vecteurs U iy 1(au, ug) L
e veer gr r 86 o 5:
- - 3 - _ (;)U.g 1 f_:)'{lg 61.19
du =(grad #) - dM grad ¥ = e ;(F%+ur} 5
Ou, 1 0u. Ou;
dr r 06 E3
_ du, | 10us | 1 Ou, 1, 6u, 5
champ de déformations r;r —2-% 27(6% — up) E(aa-l: %)
1 w S 1 dug 1, 8ug 1 0u,
= —(g i+ tgrada = ~ — (=== V) ey SRR
€ Q(Oradu+t°ra )| € - I(ﬁﬁ u.) 2“5:+r£‘?f?'
~ au,
sym ~

< 0z




Coordonnées cylindriques

divergence d’un
champ de vecteurs

div 4 =Tr(gradu)

.o _Ou. 10y  u,
dvi=Zr+l5 t7 T

Ou,
dz

laplacien d’un
scalaire

Af =div(grad f)

apo B 10F L2 O

=& trar g t e
laplacien d’un
g 2 roy -
champ de vecteurs Al = (Au, - —2—% - :—2) -
- —_— 2 r -
Au =div (grad @) +(dug + 7%1;0 - -U—Z)Cg + Au.é
-2

champ de tenseurs
du second ordre T

T=T. ¢ ®er + Tr9€r Q& +Tr:6, e,
+T5r€5 @ € + Tooep @ €5 + Ty:€5 D €
+T:rE: ® C-.r + T:He-.z ® E.ﬂ + T:zé.: © g:

divergence d'un
champ de tenseurs

du second ordre

symétriques

divo

Tno = (65" 180 0. e~ 0

dr T + az * r
" eir | dran  Oras: pAT g } -
dgr r 90 U= r !
+ J(}’:r g 1 BU;N + C)J:.- @ G':r) -
- : £
dr ro b d: r

>€-‘r

changement de
coordonnées pour les
vecteurs de base

€. = cos &y + sin fé,
€3 = —sinfé| + cos 0é,

3

N

1

3
1l

N

o

| = cosfé,. —sin 8¢

= sinfé, + cos 8¢y

i

3]
)

oy,

3
w
It

£




Coordonnées cylindriques
changement de |u; = u, cosf — ugsin b
coordonnées Us = u,sinf + ug cos
pour un vecteur 4| uz = u,
ur = u;cosf + upsiné
ug = —u;siné + uy cosd
U; = ug
changement de | €1y = €, cos® 6 + €ggsin® 6 — ¢4 sin @ cos 6
coordonnées £22 = €,r SIN° 8 + €54 cOS® O + 2¢-95infcos @
pour un tenseur |e€zz = ¢,;
du second ordre |€j2 = (€rr — €9g)5infcos b + €,(cos” § — sin? §)
symétrique € €13 = €, €058 — €. 5in 6
€93 = €r:Sinf +¢g. cos @
|i Crr = €11 €08° 0 + €205in” 6 + 2¢10sin 6 cos 6
lcap = £1185In7 0 < €apc0s? B — 2¢10sin A cos A
(e = ¢33
lerg = (€92 — €11)sin B cosf + €a(cos” § — sin” a)
|€r: = €13c0s0 + €agsinf
!cg: = —¢;38In8 + ¢agcosf
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Coordonnées sphériques
s oM
r— ar .
&= 1M
T
5= 1 &M
“ 7 rsind dp
Définitions
y
¢
L x
‘ coordonnées [ OAf = re,
lcha.mp de vecteurs E(M)l (M) = U € + 10085 + Uyt
vecleurs unitaires dé, = d0é&y + sin 0dpe,
de base déy = —d0¢, + cos fdpé,
dé, = —sin 0dpé, — cos O0dpé,
dM = dré, + rdfép + rsin 6dyé,
gradient d'un
scalaire f
—_— - — d 18/ 1 8f._
df = d f-dM = =, + —==¢, —_—
J = grad [ -db grod / Gr° ra0ct rsndoc *
gradient d'un champ
thi. 1 . 1 1 .
d teurs o PR ol s o = —— el —
' e vecleurs u P r{_ BT ug) r(sinﬂ o uy,)
N IR o | Gua | Bug 11 Gug  uy
d = dA' === b ey r =\ e e——
‘ #=(grad 7) - dM ' grad @ ar r( a0 T ) r(sm0 iz Lge)
duy, 18u, 1 1 Ou, g
dr roan ;(sin(? dy I.g_t? +ue)
’Vﬁu, 1 Quge o 1 (r')ur ) 18u, + 1( 1 Ou,

’ . — ——t — (= - - —(——=——u
champ de déformations or 2 Or 2r 80 g 2 Or 2r sinf dy ®
fzé(grad i +tgradg) e=l " < l[ﬂ{_}_“) ia”"_”.}.i.__l a_”i_u_“’

r~ il r 2r @0 2r'sing Qp gl
= 1, 1 Bu, g
- —2 4Ly
T T oo rsind d¢ +lgﬁ' )




Coordonnées sphériques

divergence d’un

co= 611,- 1 c?ua 1 aulp g
champ de vecteurs |div & = —% 4 = Ty +2— + rsinﬂa—p' ;@
div & =Tr(grad @) |
laplacien d’un
scalaire
. — O*f 20f 18%f 1 Bf 1 9f
Af =d d T T R it S L
f=div (grad f) |Af 2t e Tear t o g6 T g 92
laplacien d'un
—~ 2 ]
chaump de vecteurs | A7 = (Au, — . 5 2 O(us sin §) - Bu“’ &
25 r2  r2sinf 200 : r-smB 859
—- —_— Ur Ug cos
Al =d dd 4 — -
#=div(grad ) |+(Aus + 2 56 rgsinzﬁ' r? zmaﬁ 6,:: B )%
+(Au, + vy 2e080 Qug - u, e,

r2sin®g Oy = r2 sinzﬁ_a_c,:

. n
r2sin” g

champ de tenseurs

T_Trrgr ® gr + Trﬁgr & 5—9 + Trge-r & €

du second ordre T +Tor € Q& + Tpaéo © 6 + Tpo&s & G e,
FTlar€e C &+ Typpl. 260 =T, €c €L
dorr  1e., 1 Gope 1
divergence d'un divo = - - £+ (2. —
2 [ ar r rsinf i r( Grr = 068
50'3.- laa'gp 1 50‘5 2
champ de tenseurs |—¢ . + o, scotef €r + - : =
P o e dr road rsinf Oy
du second ordre +=(oppcotgh — oppcotgh + 3oos | &
m
- Gose 180, 1 do., 1 20y,
symétriques + |+ —— - — + —(30,, + =)l e
y 9 l:dr- Ty a4 rsinf d; r( ¢ Lg(?) N
div o
changement de €r = sin § cos p€; + sin O sin ey + cos fé3
coordonnées pour les |&p = cos @ cos €1 + cos fsin péy — sin fés
vecteurs de base €p = — sin &) + cos pés
€1 = sin 6 cos pé, + cos B cos &y — sin e,

= sin @ sin pé, + cos f sin &y + cos P,

il

3 = cosfle, —sin8é&,

W
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Coordonnées sphériques

changement |uy = u,sinfcosp + ugcosdcosp — u, sinp
de Uy = u, sinfsinp + ug cosfsinp + u, cos @
coordonnées |uz = u, cosf — upsinf
pour un |u, = u;sinfcosy + ussinf sinyp + us cosf
vecteur © |ug = uj cosf cosp + uy cosfsinp — ugsinf
Uy, = —U) Sin @ + Uz COS P
changement |¢;) = ¢, sin® 0 cos® ©+ €gg cos® 0 cos? @+ €py sin? ©p
de +2¢-55in 0 cosf cos® @ — 2¢,,8in0sin p cosp — 2¢4, cos 0 sin @ cos
coordonnées |exy = ¢, sin” 03in? v + cyy 03 O8in®  + ¢y, cos?
pour un +2¢,4sin 0 cosfsin’ o + 2¢,, sin 0sin p cos p + 2¢4, cos f sin @ cos
tenseur du |€az = ¢pp cos> 0 + €go sin- 0 — 2¢,4 sin 0 cos 0
second €12 = €/, 5in2 0sinp cos @ + €54 cos® 05in @ cos P — €, 5iN Y COS
ordre +2¢,¢5in 0 cos 0 sin  cos p + (€ry 5in 0 + €4, cos 0)(cos® p — sin? )
symétrique |€13 = (¢rr — €9g)sin 8 cos 0 cos ¢ + €-g(cos® @ — sin® 8) cos
€ —¢r, cosfsing + €5, sinfsinp

€a3 = (€,r — €g)sin 0 cos 0 sin @ + €,.4(cos® 0 — sin? O) sin

¢, cOsf cos¢ — €g,5inf cosy

¢rr = €11 50 0¢08” @ + €22 sin? fsin® © + €33 cos® 0
+9¢125in° Osin ¢ cos i + 2€135in 0 cos 0 cos p + 2€a3 sin 0 cos Osin
€98 = €11 c0s” 0 cos® @ + €20 cos® Osin® @ + €33sin> 0
+2€10 cos” 0 sin @ cos @ — 2€13sin 0 cos 0 cos @ — 2¢a3 sin 0 cos ) sin
€op = €1 sin® @ + €a9 cos? @ — 2€128in p cos ¢
€79 = €11 5100 cos B cos® @ + €an sin 0 cos O sin® p — €33 sin O cos 0
+2¢12sin @ cos 0 sin p cosp + (€13 cos p + €ag sin ¢)(cos® 0 —sin® 0)
€rp = (€20 — €11)sinfsinp cos p + €1asin 0(cos® ¢ — sin® )
—¢€13cosfsinp + €agcosf cosp
€9y = (€22 — €11) cos O sin p cos p + €12 cos 0(cos:' w— sin? ®)

+€13sinfsin — eagsinfcosp
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| Eyv Ep | kv | ke | ap | ?.;3
9%k | p(3+2u4/3)
E E E 3(1 — 2w
=20 T30 | T
1 —2u/3k 1
-1+ E/2
g g + /2 Yo 3 F ok | 30T AN
E 3(1 — 2w)k
Bl s+ & 2(1+v) & H
k = s k k rrous |G )
3(1 - 2v) 9—3E/u +2u/ ’w,w)
Ev E(l1 -2u/F) kv )
A _
(I1+v)(1-2v) 3—-E/u l+v k 2"?/3 )

module de Young E

coefficient de Poisson v
module d’élasticité en cisaillement (ou de Coulomb) u

module d’incompressibilité k
modules de Lamé A, u
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Appendix C

(Gauss integration rules

Extract taken from the book Computational contact mechanics by Wriggers (2006).
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A

Gauss integration rules

In finite element computations we always have to evaluated integrals, e.g. the
weak form or the tangent matrices. These integrations can be performed on
the element level, see Section 8.3, or as for example in the mortar or NITSCHE
discretization schemes for contact on segment level, see Sections 8.4 and 8.4.3.
Since isoparametric elements are usually employed for the discretization, an
exact integration is no longer possible. Thus we need numerical integration.
These are usually performed on the reference element (25, see Chapter 7.
Here we focus especially on contact problems, hence the integration rules are
only stated up to two dimensions. These are needed in Chapter 8. For three-
dimensional rules applied for three-dimensional solids we refer to Zienkiewicz
and Taylor (2000b) or Dhatt and Touzot (1985).

A.1 One-dimensional Integration

Since integration is carried out in finite element analysis in the reference con-
figuration, £ € [—1,+1], all values have to be transformed to this configura-

tion:
+1

+1
dx
[ a0ax = [a© 5= [a@aod. @
x) S 4
g(&) is the function which has to be integrated and J, is the JACOBIAN of the

transformation to the reference configuration which can be computed using
the isoparametric map defined in Section 7.1 by

_dax _Zn: ON(€)

= T 0¢

X7, (A.2)

I=1

where Nj are the shape functions and X; are the nodal coordinates. The
integration will be done numerically, since the product g(§) J.(§) is in general
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Table A.1. One-dimensional GAUSS integration

np | P &p Wy
£
1|1 0 2 |° ¢ ©
1] 1/v3 | 1
-
2| 1/v3 | 1 o—e—f e
3|1|—=+/3/5(5/9
“
2| 0 |gjo[o® & eo
3|4++/3/5(5/9

no longer a polynomial. Hence, the integral (A.1) will be approximated by the

sum
+1

p
JRIGEAGLESD DY A PRI (43)
—1 p=1
W, are weighting factors and &, denote the coordinates of the evaluation
points. The locations &, and the weighting factors W), are stated in Table A.1
up to the order of n, =3 for a GAUSS integration.

Polynomials of order p = 2n, — 1 are integrated exactly by n, evaluation

points. These rules can be used for two-dimensional contact elements, e.g. see
Section 8.3.

A.2 Two-dimensional Integration

For evaluation of the weak form in (3.59) which is valid for two-dimensional
problems, or for evaluation of the contact element (8.60) or (8.65), we need an
integration of the interpolation functions and its derivatives over the element
domain (2.. For this purpose, it is advantageous to transform the integral to
the £&—n coordinate system in the reference element (25:

+1 +1
/ 9(X) dA = / 9(€) det J.(€)d0 — / / g(.,m) det T, dedy. (Ad)
(2.) (£20) 14

Integration over (25 is performed by a numerical quadrature formula, since
the product ¢g(&) det J.(§) does in general not yield a polynomial. Thus, we
obtain

+1 41 ny
/ / g(&,m) det Jeddn =~y g(&,mp) det Je(&y,mp) Wy (A.5)

—1 -1 p=1
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Table A.2. Two-dimensional GAUSS quadrature for rectangular elements

m|np | P & p W, | Position of points

1111 0 0 4

314 (1|-1/v3|-1/v3| 1 |
20+1/v3|-1/v3] 1 |f 7

3|-1/V3[+1/V3| 1
4| +1/V3|+1/V3] 1

oy

n

509 |1]|-/3/5|—/3/5[25/81|_
2| 0 |—\/3/5ld0/81|[® ¢ e
3|++/3/5|—/3/5[25/81 S
4|=+/3/5] o |40/81]® T
51 Y0 0 |64/81
6|+/3/5| 0 |40/81[L% ¢ *
7|—+/3/5|+\/3/5|25/81
8| 0 |+/3/540/81
9|4++/3/5|+/3/5|25/81

The weighting factors W), and the coordinates of the quadrature points &,
and 7, are contained in Table A.2 for a GAUSS quadrature up to a number
of n, = 3 x 3 points. These integration rules are exact for polynomials up
to the order i + & < m. We note that the integration rules follow from the
one-dimensional integration rules via a product formula. Usually, GAUSS rules
are applied in finite element computations due to their accuracy. Thus we do
not discuss other rules here. More quadrature rules can be found in Dhatt
and Touzot (1985), for example.

The transformation to the reference element is different for triangular el-
ements. In general, we obtain the following relation:

1 1-¢

[ axraa= [ [ gteon det 3. and (A.6)
0 0

(£2¢)

which again can be evaluated using the quadrature rule
1
0

Table A.3 contains the associated quadrature points and weighting factors for
an element with side length 1. The formulas are exact for polynomials &* n!

¢ "
g(§,m) det J. dnd§ ~ Z 9(&p s mp) det Je(Ep,mp) Wy (A7)

p=1

S Y—T
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Table A.3. Two-dimensional GAUSS quadrature for triangular elements

mny|p| & | Mp W,  |Position of points
n
1|1|1|1/3|1/3| 1/2
3
i
203 |1(1/2(1/2| 1/6
0 |1/2| 1/6
3|11/21 0 1/6 ¢
Y
213 |1|1/6|1/6| 1/6
212/3(1/6| 1/6 o
3|11/6(2/3| 1/6 e o &
SR S
314 |1|1/3|1/3|-27/96 Y
2|11/5(1/5| 25/96
L]
3|3/5|1/5| 25/96 D) ¢
4(1/5(3/5| 25/96 i

up to the order m (with m > k +1). Again, different quadrature rules with
different quadrature points or higher accuracy can be found in Zienkiewicz
and Taylor (1989) or Dhatt and Touzot (1985), for example.
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