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Understanding Molecular Simulation

Outline

1. Introduction to Molecular Simulations 
2. Ensembles: Classical and Statistical Thermodynamics 

• micro-canonical ensemble (NVE) 
• canonical ensemble (NVT) 
• grand-canonical ensemble (μVT)  

3. Monte Carlo Simulations 
• NVT ensemble 
• μVT ensemble 

4. Calculation of the Chemical Potential 
5. Some Case Studies
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Simulation and Thermodynamics of 
Adsorption (part 2)

2.1 Introduction
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Molecular Simulations

•Molecular dynamics: solve 
equations of motion 

•Monte Carlo: importance 
sampling 

• Calculate thermodynamic and 
transport properties for a 
given intermolecular potential

r1

MD

r2
rn

MC

r1
r2
rn
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Uses of Molecular Simulations

The idea for a given intermolecular potential “exactly” 
compute the thermodynamic and transport properties of 
the system

Pressure 
Heat capacity 

Heat of adsorption 
Structure 

….

Diffusion coefficient 
Viscosity 

…

Exact= in the limit of 
infinitely long simulations 

the error bars can be 
made infinitely small

We need to know the 
interactions between the 

atoms! 

If one could envision an 
experimental system of 
these N particles that 

interact with the potential.



Understanding Molecular Simulation
6

Molecular Dynamics

• Theory: 

• Compute the forces on the particles 
• Solve the equations of motion 
• Sample after some timesteps 
 

r1

MD

r2
rn
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Monte Carlo

• Generate a set of configurations with the correct probability 
• Compute the thermodynamic and transport properties as 

averages over all configurations

MC

r1
r2

What is the correct 
probability? 
Statistical 

Thermodynamics
How to compute these  

properties from a 
simulation?
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How do we know our simulation is correct?

• Molecular Dynamics:  
• if the force field is correct we follow the “real” dynamics of 

our system, 
• if we simulate sufficiently long, we can compute the 

properties of interest  
• Monte Carlo: 

• what is the distribution we need to sample? 
• how do we sample this distribution?

Statistical 
Thermodynamics 

8
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Monte Carlo versus Molecular Dynamics

q

q*

BA

)F

molecular dynamics Monte Carlo
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Intermolecular potential

United-atom model 
• Fixed bond length 
• Bond-bending 
• Torsion 
• Non-bonded: Lennard-Jones 

• Point charges: Ions, Dipoles, Quadrupoles 

CH3

CH3
CH2

CH2
CH2
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2.2.1 Statistical Thermodynamics: basics

Simulation and Thermodynamics of 
Adsorption (part 2)
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Statistical Thermodynamics

For an isolated system any microscopic 
configuration is equally likely

Basic Assumption:

Consequence:

All of statistical thermodynamics and equilibrium 
thermodynamics

... but classical 

thermodynamics 

is based on laws 

12
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Ideal gas - basic assumption

Basic Assumption:

Let us make an ideal gas
We select:  

(1) N particles,  
(2) Volume V,  
(3) initial velocities 
    + positions

For an isolated system each microscopic 
configuration is equally likely

13
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What is the probability to find this configuration?

The system has the same energy as the previous one!!
Our basis assumption states that this configuration is 
equally likely as any other configuration

But having all atoms in the corner of our 
system seems to be very unlikely

Our basic assumption must be seriously wrong! 
…. and very dangerous 

14
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Question: How to compute the probabilities of a 
particular configuration?

Use a lattice model to make the counting the number of 
possible confirmations easier

Assumptions: 
• the position of a molecule is 

given by the lattice site  
• there is no limit in the number 

of molecules per lattice site 

15
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Question: what is the probability of a given 
configuration?

Basic assumption:

particle number 1 can be put in 
M positions, number 2 at M 
positions, etc. 

For N particle the total number of configurations is:
Hence the probability is:

P = 1
Total # of configurations

MN

P = 1
M4

➡ Question: how does the statistics change 
if the particles are indistinguishable ?

1

2

3

4
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➡ Question: What are the probabilities of these configurations ?

1

2

3

4
1

2

3

4

1

2

3

4
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➡ … and this one ?

12

3 4

Is there a real danger that all the oxygen atoms 
are all in one part of the room?

18
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Are we asking the right question?

Measure densities: what is the probability that 
we have all our N gas particle in the upper half?

N P(empty)

1 0.5

2 0.5 x 0.5

1. 3 1. 0.5 x 0.5 x 
0.5

1000 10-301

These are averages over many configurations
Thermodynamic is about macroscopic properties:

19
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What is the probability to find 
this configuration?

exactly equal as to any other 
configuration!!!!!!

This is reflecting the microscopic reversibility of 
Newton’s equations of motion. A microscopic 
system has no “sense” of the direction of time

20
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Summary

• On a microscopic level all configurations are 
equally likely 

• On a macroscopic level; as the number of 
particles is extremely large, the probability that we 
have a fluctuation from the average value is 
extremely low 

• Let us now quantify this

21
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2.2.2 Equilibrium

Simulation and Thermodynamics of 
Adsorption (part 2)
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Question

If all configurations are equally likely what will be 
then the energy we will observe in the two boxes?

23
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or this one

Basic Assumption: every configuration is equally likely

We have a closed and 
isolated system

1

2

24
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Classical Thermodynamics

• 1st law of Thermodynamics 
• Energy is conserved 

• 2nd law of Thermodynamics 
• Heat spontaneously flows from hot to cold 

(entropy increases) 
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Equilibrium
Let us look at the very initial stage
dq is so small that the temperatures of 
the two systems do not change

Hence, for the total system:

For system H

For system L

Heat goes from warm to 
cold: or if dq > 0 then TH > TL

Hence, the entropy increases until 
the two temperatures are equal

This gives for the entropy change:

H L
dSH = − dq

TH
dSL =

dq
TL

dS = dSL + dSH = dq
1
TL

− 1
TH

⎛

⎝⎜
⎞

⎠⎟

dS ≥ 0
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Discussion: equilibrium (2)

We have a closed and 
isolated system, but heat 
can flow between system 
1 and 2

➡ Questions:  
‣ How do we know the system is in equilibrium? 
‣ how does this tell us what will what will be the 

macroscopic properties (e.g., temperature) of 
the two systems? 

NVE1 NVE2

Basic Assumption: every configuration is equally likely:

27
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Solution:

All micro states are equally likely!
... but the number of micro states that give 
an particular density or energy distribution 
over the 2 systems are not ...

1

2 NVE1 NVE2

28
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Macroscopically we will observe the most likely one

Experimentally we will observe the most likeley 
configuration; which is given by the maximum

P E1,E2( ) The probability to find E1 in 
volume 1 and E2 in volume 2

NVE1 NVE2

N1 E1( ) The number of configurations 
that result in an energy E1 in 
volume 1.

P E1,E2( ) = N1 E1( )N2 E − E1( )
N1 E1( )N2 E − E1( )E1=0

E1=E∑
= CN1 E1( )N2 E − E1( )

E2 = E − E1 The total energy E is constant

dP E1,E2( )
dE1

= 0

We need to find:

29
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dP E1,E2( )
dE1

= 0

Finding:

Is equivalent in finding: d ln P E1,E2( )( )
dE1

= 0

or:

d ln N1 E1( )( )
dE1

+
d ln N2 E − E1( )( )

dE1
= 0

with E2=E-E1

d ln N1 E1( )( )
dE1

−
d ln N2 E − E1( )( )

dE2
= 0

P E1,E2( ) = CN1 E1( )N2 E − E1( )
with:

The solution of this equation gives the energies in 
volume 1 and 2 that are most likely, i.e., the largest 
number of configurations have these energies 

30
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Let us define a property 
(almost S, but not quite) :

Equilibrium if:

And for the total system:

For a system at constant energy, volume and number 
of particles S* increases until it has reached its 
maximum value at equilibrium

or

What is this magic property S*?

S* = ln N E( )( )

d ln N1 E1( )( )
dE1

=
d ln N2 E − E1( )( )

dE2

∂S1
*

∂E1

⎛

⎝⎜
⎞

⎠⎟ N1 ,V1
=

∂S2
*

∂E2

⎛

⎝⎜
⎞

⎠⎟ N2 ,V2

S* = S1
* + S2

*

31
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Defined a property S* (that is almost S):

Question 1: Why is maximising S* the same as 
maximising N?

Answer: The logarithm is a monotonically increasing 
function.

Question 2: Why is the logarithm a convenient function?

Answer: makes S* additive!  Leads to extensivity.

Question 3: Why is S* not quite entropy?

Answer: Units! The logarithm is just a unitless quantity.

S* E1,E − E1( ) = ln N E1,E − E1( )( )

S = kBS
* = kB ln N E( )( )

32
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For a partitioning of E between 1 and 2, the 
number of configuration is maximized when:

What do these partial derivatives relate to?

Thermal equilibrium → equal temperature 
of system 1 and 2!

Temperature
dE = TdS − pdV + µidNi

i=1

i=M

∑

∂S1
*

∂E1

⎛

⎝⎜
⎞

⎠⎟ N1 ,V1
=

∂S2
*

∂E2

⎛

⎝⎜
⎞

⎠⎟ N2 ,V2

T = ∂E
∂S

⎛
⎝⎜

⎞
⎠⎟ Ni ,V

1
T
= ∂S

∂E
⎛
⎝⎜

⎞
⎠⎟ Ni ,V

or

S = kBS
* = kB ln N E( )( )
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Question: How large is N(E) for a glass of water?

How to estimate N(E) 
• Number of molecules of the order 1023 

• Make a grid of 106 cells (100x100x100)

Summary: 
• For macroscopic systems N(E) is super-astronomically 

large 
• Macroscopic deviations from the second law of 

thermodynamics are not forbidden, but they are 
extremely unlikely.

N E( )≫ 106( )10
23

34
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2.3.1 NVT ensemble - Statistical Thermo

Simulation and Thermodynamics of 
Adsorption (part 2)
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Canonical ensemble: classical 
thermodynamics 

Our entire system is isolated (NVE), but our 
subsystems  (box 1 and bath) can exchange energy

First law

Box 1:  constant volume and temperature 

Second law

1st law:
The bath is so large that the heat flow does not influence the 
temperature of the bath + the process is reversible

or 

2nd law:

1

dU = TdS − pdV

dS ≥ 0

dU = dU1 + dUb = 0 dU1 = −dUb

dS = dS1 + dSb ≥ 0 dS1 + dSb = dS1 +
dUb
T

= dS1 −
dU1
T

≥ 0or 

Giving: TdS1 − dU1 ≥ 0 we have a criteria that only 
depends on box 1

fixed volume but can 
exchange energy

36
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Total system is isolated and the 
volume is constant
Box 1:  constant volume and 
temperature 

2nd law:

Let us define the Helmholtz free energy (F):

For box 1 we can write:

Hence, for a system at constant temperature and volume 
the Helmholtz free energy decreases and takes its 
minimum value at equilibrium 

fixed volume but can 
exchange energy

1

TdS1 − dU1 ≥ 0
d U1 −TS1( ) ≤ 0
F ≡ U −TS

dF1 ≤ 0

37
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Canonical ensemble: statistical mechanics

Consider a small system that can exchange energy 
with a big reservoir

Hence, the probability to find E1:

E1

lnΩ E1,E − E1( ) = lnΩ E( )− ∂lnΩ
∂E

⎛
⎝⎜

⎞
⎠⎟
E1 +!

=1/kBT

ln
Ω E1,E − E1( )

Ω E( )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
= −
E1
kBT

If the reservoir is very big we can ignore the higher 
order terms:

P E1( ) = Ω E1,E − E1( )
Ω Ei ,E − Ei( )i∑

=
Ω E1,E − E1( ) Ω E( )
Ω Ei ,E − Ei( ) Ω E( )i∑

= C
Ω E1,E − E1( )

Ω E( )

P E1( )∝ exp −
E1
kBT

⎡

⎣
⎢

⎤

⎦
⎥ ∝ exp −βE1⎡⎣ ⎤⎦

β=1/kBT
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Partition function: 

Hamiltonian:

one ideal gas atom: Up(r)=0

q = e
−
En
kBT

n=1

∞∑ = e
−
En
kBT dn

0

∞

∫

H = Ukin +Upot =
pi
2

2mi=i

N∑ +Upot r
N( )

one atom:
Z1,V ,T = C e

− H
kBT dp3 dr3∫∫

we assume that the 
potential energy does not 

depend on the velocity

= C e
− p2

2mkBT dp3 e
−
Upot r( )
kBT dr3∫∫

Z1,V ,T
ideal gas = C e

− p2

2mkBT dp3 1dr3∫∫ = CV e
− p2

2mkBT dp3 = CV 2πmkBT( )
3
2∫

qtranslational =
2πmkBT
h2

⎛
⎝⎜

⎞
⎠⎟

3 2

V = V
Λ3

Z1,V ,T
ideal gas = CV 2πmkBT( )

3
2 = V

Λ3

if we define C=1/h3

Compare:

39
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N gas molecules:

Configurational part of the partition function:

ZN,V ,T =
1
h3N

e
− H
kBT dp3N dr3N∫∫

wrong: particles are 
indistinguishable 

if we swap the position of 
two particles we do not have a 

new configuration!

ZN,V ,T =
1
h3NN!

e
− H
kBT dp3N dr3N∫∫

QN,V ,T =
1

Λ3NN!
e
−
U r( )
kBT dr3N∫

40
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Summary: Canonical ensemble (N,V,T)

Partition function:

Probability to find a particular 
configuration:

Free energy: 

QN,V ,T =
1

Λ3NN!
e
−
U r( )
kBT dr3N∫

P RN( )∝ e−
U RN( )
kBT

βF = − lnQNVT

Ensemble average:

A
N,V ,T

=

1
Λ3NN!

A r( )e
−
U r( )
kBT dr3N∫

QN,V ,T
=
A r( )e−βU r( )dr3N∫
e

−βU r( )
dr3N∫

41
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2.3.2 NVT ensemble - Molecular Simulation

Simulation and Thermodynamics of 
Adsorption (part 2)
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Canonical ensemble (N,V,T)

Distribution we need to sample:

Moves: 
• select a particle at random 
• give this particle a random displacement

P rN( )∝ e−βU rN( )

Acceptance rule: detailed balance

43
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2.2 A Basic Monte Carlo Algorithm 43

Algorithm 1 (Basic Metropolis Algorithm)

PROGRAM mc basic Metropolis algorithm

do icycl=1,ncycl perform ncycl MC cycles
call mcmove displace a particle
if (mod(icycl,nsamp).eq.0)

+ call sample sample averages
enddo

end

Comments to this algorithm:

1. Subroutine mcmove attempts to displace a randomly selected particle
(see Algorithm 2).

2. Subroutine sample samples quantities every nsampth cycle.

Algorithm 2 (Attempt to Displace a Particle)

SUBROUTINE mcmove attempts to displace a particle

o=int(ranf()*npart)+1 select a particle at random
call ener(x(o),eno) energy old configuration
xn=x(o)+(ranf()-0.5)*delx give particle random displacement
call ener(xn,enn) energy new configuration
if (ranf().lt.exp(-beta acceptance rule (2.2.1)
+ *(enn-eno)) x(o)=xn accepted: replace x(o) by xn
return

end

Comments to this algorithm:

1. Subroutine ener calculates the energy of a particle at the given position.
2. Note that, if a configuration is rejected, the old configuration is retained.
3. The ranf() is a random number uniform in [0, 1].

Understanding Molecular Simulation (DRAFT - 3rd edition) Frenkel and Smit (November 7, 2017)
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2.2 A Basic Monte Carlo Algorithm 43

Algorithm 1 (Basic Metropolis Algorithm)

PROGRAM mc basic Metropolis algorithm

do icycl=1,ncycl perform ncycl MC cycles
call mcmove displace a particle
if (mod(icycl,nsamp).eq.0)

+ call sample sample averages
enddo

end

Comments to this algorithm:

1. Subroutine mcmove attempts to displace a randomly selected particle
(see Algorithm 2).

2. Subroutine sample samples quantities every nsampth cycle.

Algorithm 2 (Attempt to Displace a Particle)

SUBROUTINE mcmove attempts to displace a particle

o=int(ranf()*npart)+1 select a particle at random
call ener(x(o),eno) energy old configuration
xn=x(o)+(ranf()-0.5)*delx give particle random displacement
call ener(xn,enn) energy new configuration
if (ranf().lt.exp(-beta acceptance rule (2.2.1)
+ *(enn-eno)) x(o)=xn accepted: replace x(o) by xn
return

end

Comments to this algorithm:

1. Subroutine ener calculates the energy of a particle at the given position.
2. Note that, if a configuration is rejected, the old configuration is retained.
3. The ranf() is a random number uniform in [0, 1].

Understanding Molecular Simulation (DRAFT - 3rd edition) Frenkel and Smit (November 7, 2017)
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Detailed Balance

o n
K(o→n)

• N(o) : total number of systems in our ensemble in state o 

• α(o → n): a priori probability to generate a move o → n 

• acc(o → n): probability to accept the move o → n

K(o → n): total number of systems in our 
ensemble that move o → n

K o→ n( ) = N o( )×α o→ n( )× acc o→ n( )
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Acceptance rule: Detailed Balance

o nK(o→n)

K(n→o)

Condition of detailed balance:

K o→ n( ) = N o( )×α o→ n( )× acc o→ n( )
K o→ n( ) = K n→ o( )

K n→ o( ) = N n( )×α n→ o( )× acc n→ o( )
acc o→ n( )
acc n→ o( ) =

N n( )×α n→ o( )
N o( )×α o→ n( )
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Acceptance rule

Distribution we need to sample:

Moves: 
• a priori probability is independent of the 

configuration: α(o→n)=α(n→o)

P n( )∝ e−βU n( )

acc o→ n( )
acc n→ o( ) =

N n( )×α n→ o( )
N o( )×α o→ n( ) =

N n( )
N o( )

acc o→ n( )
acc n→ o( ) = e

−β U n( )−U o( )⎡⎣ ⎤⎦

48
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2.3.3 μVT ensemble - Thermodynamics

Simulation and Thermodynamics of 
Adsorption (part 2)
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Metal Organic Framework What are the appropriate 
thermodynamic variables?

Thermodynamics of adsorption

50
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Constant: T and μ 
Total system is isolated and the 
volume is constant

First law

Box 1:  constant chemical potential and temperature 

Second law

1st law:

The bath is very large and the small changes do not change μ 
or T; in addition the process is reversible

or 

2nd law:

or 

1

exchange energy 
and particles dS ≥ 0

dU1 + dUb = 0
dN1 + dNb = 0

dU1 = −dUb
dN1 = −dNb

dU = TdS − pdV + µdN = 0

dS = dS1 + dSb = dS1 +
dUb
T

− µ
dNb
T

⎡

⎣
⎢

⎤

⎦
⎥ ≥ 0

51
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We can express the changes of the bath in terms of properties of 
the system

For the Gibbs free energy we can write:

or

or

Hence, for a system at constant temperature and 
chemical potential pV increases and takes its maximum 
value at equilibrium 

Giving:

dS = dS1 + dSb = dS1 +
dUb
T

− µ
dNb
T

⎡

⎣
⎢

⎤

⎦
⎥ ≥ 0

dS1 + −
dU1
T

+ µ
dN1
T

⎡

⎣
⎢

⎤

⎦
⎥ ≥ 0 d TS1 −U1 + µN1( ) ≥ 0

d U1 −TS1 − µN1( ) ≤ 0

G = µN

G ≡ U −TS + pV
−pV = U −TS − µN

d −pV( ) ≤ 0 d pV( ) ≥ 0
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µ,V,T ensemble

Consider a small system that can exchange 
particles and energy with a big reservoir

The terms in the expansion follow from the 
connection with Thermodynamics:

lnΩ N −N1,E − E1( ) = lnΩ N,E( )− ∂lnΩ
∂E

⎛
⎝⎜

⎞
⎠⎟
E1 −

∂lnΩ
∂N

⎛
⎝⎜

⎞
⎠⎟
N1 +!

dS = 1
T
dU + p

T
dV − µ

T
dN

∂S
∂U

⎛
⎝⎜

⎞
⎠⎟ V ,N

= 1
T

S = kB lnΩ

∂S
∂N

⎛
⎝⎜

⎞
⎠⎟ V ,T

= − µ
T

Giving:

and
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Hence, the probability to find E1,N1:

lnΩ N −N1,E − E1( ) = lnΩ N,E( )− ∂lnΩ
∂E

⎛
⎝⎜

⎞
⎠⎟
E1 −

∂lnΩ
∂N

⎛
⎝⎜

⎞
⎠⎟
N1 +!

lnΩ N −N1,E − E1( ) = lnΩ N,E( )− E1kBT
+
µN1
kBT

+!

ln
Ω N −N1,E − E1( )

Ω N,E( )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
= − 1
kBT
E1 − µN1( )

P N1,E1( ) = Ω N −N1,E − E1( )
Ω N −Ni ,E − Ej( )i , j∑

=
Ω N −N1,E − E1( ) Ω N,E( )
Ω N −Ni ,E − Ej( ) Ω N,E( )i , j∑

= Ce
− 1
kBT
E1−µN1( )

P N,E( )∝Ce−β E−µN( )
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In the classical limit, the partition function becomes

The probability to find a particular configuration:

Q µ,V,T( ) = eβµN

Λ3NN!
drNe

−βU rN( )∫N=0

∞∑

P N,rN( )∝ e−β U rN( )−µN⎡
⎣⎢

⎤
⎦⎥
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Statistical thermodynamics: μ,V,T ensemble

The partition function:

The probability to find a particular configuration:

Q µ,V,T( ) = eβµN

Λ3NN!
drNe

−βU rN( )∫N=0

∞∑

P N,rN( )∝ V
N

N!
e
−β U rN( )−µN⎡

⎣⎢
⎤
⎦⎥

It is convenient to introduce 
scale coordinates: s ≡ r

L

Q µ,V,T( ) = VNeβµN

Λ3NN!
dsNe

−βU rN( )∫N=0

∞∑which gives
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2.3.4 μVT ensemble - Molecular Simulation

Simulation and Thermodynamics of 
Adsorption (part 2)
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Grand-canonical ensemble (μ,,T)

Distribution we need to sample:

Moves: 
• select a particle at random: give this 

particle a random displacement 
• add/remove a particle

Acceptance rule: detailed balance

P N,rN( )∝ V
N

N!
e
−β U rN( )−µN⎡

⎣⎢
⎤
⎦⎥
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Acceptance rules (μ,V,T)

Distribution we need to sample:

Detailed balance:
acc o→ n( )
acc n→ o( ) =

N n( )
N o( )

Move: displacement of a 
randomly selected particle

P n( )∝ V
N

N!
e−β U n( )−µN⎡⎣ ⎤⎦

P o( )∝ V
N

N!
e−β U o( )−µN⎡⎣ ⎤⎦

acc o→ n( )
acc n→ o( ) =

VN

N!
e−β U n( )−µN⎡⎣ ⎤⎦

VN

N!
e−β U o( )−µN⎡⎣ ⎤⎦

= e−β U n( )−U o( )⎡⎣ ⎤⎦

P N,rN( )∝ V
N

N!
e
−β U rN( )−µN⎡

⎣⎢
⎤
⎦⎥
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Acceptance rules (μ,V,T)

Distribution we need to sample:

Detailed balance:
acc o→ n( )
acc n→ o( ) =

N n( )
N o( )Move: add or remove a 

particle

P n( )∝ V
Nn

Nn !
e−β U n( )−µNn⎡⎣ ⎤⎦ P o( )∝ V

No

No !
e−β U o( )−µNo⎡⎣ ⎤⎦

acc o→ n( )
acc n→ o( ) =

VNn

Nn !
e−β U n( )−µNn⎡⎣ ⎤⎦

VNo

No !
e−β U o( )−µNn⎡⎣ ⎤⎦

=
Nn !
No !
V Nn−No( )e−β U n( )−U o( )−µ Nn−No( )⎡⎣ ⎤⎦

P N,rN( )∝ V
N

N!
e
−β U rN( )−µN⎡

⎣⎢
⎤
⎦⎥
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5.6 Grand-Canonical Ensemble 131

Algorithm 12 (Basic Grand-Canonical Ensemble Simulation)

PROGRAM mc gc basic VT ensemble
simulation

do icycl=1,ncycl perform ncycl MC cycles
ran=int(ranf()*(npav+nexc))+1
if (ran.le.npart) then
call mcmove displace a particle

else
call mcexc exchange a particle

endif with the reservoir
if (mod(icycl,nsamp).eq.0)

+ call sample sample averages
enddo
end

Comments to this algorithm:

1. This algorithm ensures that, after each MC step, detailed balance is obeyed.
Per cycle we perform on average npav attempts6 to displace particles and
nexc attempts to exchange particles with the reservoir.

2. Subroutine mcmove attempts to displace a particle (Algorithm 2), subroutine
mcexc attempts to exchange a particle with a reservoir (Algorithm 13), and
subroutine sample samples quantities every nsamp cycle.

where the subscript “gen” refers to the fact that measures the probabil-
ity to generate this trial move. Substitution of this equation together with
equation (5.6.6) into the condition of detailed balance gives

acc
acc

exp exp s

exp s
exp

exp
exp s s

It is straightforward to show that acceptance rules (5.6.8) and (5.6.9) obey
this condition.

6In the corresponding algorithm in the first edition of this book, we suggested that one could
use the (fluctuating) actual number of particles npart rather than a preset number equal to the
expected average number of particles npav. However, the resulting scheme violates detailed
balance!
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132 Chapter 5. Monte Carlo Simulations in Various Ensembles

Algorithm 13 (Attempt to Exchange a Particle with a Reservoir)

SUBROUTINE mcexc attempt to exchange a particle
with a reservoir

if (ranf().lt.0.5) then decide to remove or add a particle
if (npart.eq.0) return test whether there is a particle
o=int(npart*ranf())+1 select a particle to be removed
call ener(x(o),eno) energy particle o
arg=npart*exp(beta*eno) acceptance rule (5.6.9)

+ /(zz*vol)
if (ranf().lt.arg) then
x(o)=x(npart) accepted: remove particle o
npart=npart-1

endif
else

xn=ranf()*box new particle at a random position
call ener(xn,enn) energy new particle
arg=zz*vol*exp(-beta*enn) acceptance rule (5.6.8)

+ /(npart+1)
if (ranf().lt.arg) then
x(npart+1)=xn accepted: add new particle
npart=npart+1

endif
endif
return
end

Comment to this algorithm:

1. We have defined: z exp . The subroutine ener calculates the
energy of a particle at a given position.

The most salient feature of the grand-canonical Monte Carlo technique is
that in such simulations the chemical potential is imposed, while the num-
ber of particles is a fluctuating quantity. During the simulation we may
measure other thermodynamic quantities, such as the pressure , the aver-
age density , or the internal energy . As we know , we can derive all
other thermal properties, such as the Helmholtz free energy or the entropy.
This may seem surprising. After all, in section 3.1 we stated that Metropolis
sampling cannot be used to sample absolute free energies and related quan-
tities. Yet, with grand-canonical Monte Carlo we seem to be doing precisely
that. The answer is that, in fact, we do not. What we measure is not an
absolute but a relative free energy. In grand-canonical Monte Carlo, we are
equating the chemical potential of a molecule in an ideal gas at density (for
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2.4 Chemical potential: Widom’s test particle method

Simulation and Thermodynamics of 
Adsorption (part 2)
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Chemical potential: Widom’s test particle

It is convenient to have the volume dependence 
explicitly; scaled coordinates: s=r/L

QNVT =
1

Λ3N N !
drN∫ exp −βU rN( )⎡

⎣
⎤
⎦

QNVT =
V N

Λ3N N !
dsN∫ exp −βU sN ;L( )⎡

⎣
⎤
⎦

We start with the partition function 
of the NVT ensemble

βF = − ln QNVT( ) = − ln V N

Λ3N N !
⎛
⎝⎜

⎞
⎠⎟
− ln dsN∫ exp −βU sN ;L( )⎡

⎣
⎤
⎦( )

= −N ln 1
Λ3ρ

⎛
⎝⎜

⎞
⎠⎟
− ln dsN∫ exp −βU sN ;L( )⎡

⎣
⎤
⎦( )

For the free energy we have

Stirling’s formula 
and ρ=N/V
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βF = − ln QNVT( )
= −N ln 1

Λ3ρ
⎛
⎝⎜

⎞
⎠⎟
− ln dsN∫ exp −βU sN ;L( )⎡

⎣
⎤
⎦( )

βF = βF IG + βFex

µ ≡ ∂F
∂N

⎛
⎝⎜

⎞
⎠⎟V ,T

For the free energy we 
have obtained

It is convenient to split the free 
energy into an ideal gas contribution 
and the excess:

The we can also do for the 
chemical potential

βµ = βµ IG + βµex

µ IG ≡ ∂F IG

∂N
⎛
⎝⎜

⎞
⎠⎟V ,T

µex ≡ ∂Fex

∂N
⎛
⎝⎜

⎞
⎠⎟V ,T

Giving
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βµ ≡ ∂βF
∂N

⎛
⎝⎜

⎞
⎠⎟V ,T

βµ =
βF N +1)( )− βF N )( )

N +1− N
= − ln

Q N +1( )
Q N( )

= − ln

V N+1

Λ3N+3 N +1( )!
V N

Λ3N N !

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

− ln
dsN+1∫ exp −βU sN+1;L( )⎡

⎣
⎤
⎦

dsN∫ exp −βU sN ;L( )⎡
⎣

⎤
⎦

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

= − ln V
Λ3 N +1( )

⎛

⎝
⎜

⎞

⎠
⎟ − ln

dsN+1∫ exp −βU sN+1;L( )⎡
⎣

⎤
⎦

dsN∫ exp −βU sN ;L( )⎡
⎣

⎤
⎦

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

βµ = βµ IG + βµex

βµex = − ln
dsN+1∫ exp −βU sN+1;L( )⎡

⎣
⎤
⎦

dsN∫ exp −βU sN ;L( )⎡
⎣

⎤
⎦

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

From the free energy

Ideal gas part

This gives us:
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βµex = − ln
dsN+1∫ exp −βU sN+1;L( )⎡

⎣
⎤
⎦

dsN∫ exp −βU sN ;L( )⎡
⎣

⎤
⎦

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

U sN+1;L( ) = ΔU + +U sN ;L( )

βµex = − ln
dsN∫ ds N+1∫ exp −β ΔU + +U sN ;L( )( )⎡

⎣
⎤
⎦

dsN∫ exp −βU sN ;L( )⎡
⎣

⎤
⎦

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

= − ln
ds N+1∫ dsN∫ exp −βΔU +⎡⎣ ⎤⎦{ }exp −βU sN ;L( )⎡

⎣
⎤
⎦

dsN exp −βU sN ;L( )⎡
⎣

⎤
⎦∫

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

= − ln ds N+1∫ exp −βΔU +⎡⎣ ⎤⎦ NVT( )
ghost particle

For the excess chemical 
potential we have

For the interactions of 
particles N+1 we can write

which gives
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Hard spheres

Probability to insert a test particle! 

βµex = − ln ds N+1∫ exp −βΔU +⎡⎣ ⎤⎦ NVT( )

U r( ) = ∞ r ≤σ
0 r >σ

⎧
⎨
⎪

⎩⎪

exp −βΔU +⎡⎣ ⎤⎦ =
0 if overlap
1 no overlap

⎧
⎨
⎪

⎩⎪

For the chemical potential we have

The hard sphere potential:

If we insert a particle, we have
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2.5.1 MOFs with open metal sites

Simulation and Thermodynamics of 
Adsorption (part 2)
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Metal Organic Framework

Simulating a CO2 isotherm of a MOF

71
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Prediction the adsorption isotherms

• MOF: crystal structure: 
• From the experimental X-ray structure 
• Clean the structure: 

• remove the solvent molecules 
• partial occupancy 
• put the H-atoms at the right position 

• Optimize the structure  
• Obtain the charges on the atoms of the MOF 

• Assume the crystal is rigid 
• Select a model for the guest-guest interactions (Trappe) 
• Select a model for the guest-host interactions (universal force fields 

like UFF or Dreading) 

72



Understanding Molecular Simulation

If we are lucky

73

Walton, K. S.; Millward, A. R.; Dubbeldam, D.; Frost, H.; Low, J. J.; Yaghi, O. 
M.; Snurr, R. Q. J. Am. Chem. Soc. 2008, 130, 406.

from commercial sources (Alfa Aesar, Cambridge Isotope Laborato-
ries, Sigma Aldrich, TCI) and were used without further purifica-
tion. The reported yields reported were not optimized.

2.1. Synthesis of labeled compound

2.1.1. Diethyl 2-nitroterephthalate-15N
Labeled 15N potassium nitrate (1.191 g, 11.7 mmol) was added

to nitromethane (10 mL) and stirred at room temperature. To the
solution was added trifluoromethanesulfonic acid until the potas-
sium nitrate was fully dissolved. Phosphorus pentoxide (3.43 g,
27.8 mmol) was added to the solution, followed by diethyl tere-
phthalate acid (1.5 g, 6.8 mmol) in 10 mL of nitromethane. The
solution was heated at 50 !C for 8 h. Upon cooling, water (50 mL)
was slowly added to quench the unreacted phosphorus pentoxide.
The solution was extracted with CH3NO2 (3 ! 20 mL). The organic
phase was removed under reduced pressure to yield diethyl 2-
nitroterephthalate (1.3 g, 4.9 mmol, 72% yield).

2.1.2. Diethyl 2-aminoterephthalate-15N
Diethyl 2-nitroterephthalate (1.3 g, 4.9 mmol) was dissolved in

dry tetrahydrofuran (50 mL) and placed in a Parr high pressure
reactor. To the solution was added Pd/charcoal (10% 0.1 g) and
the reactor was sealed. The reaction was pressurized to five bar
with hydrogen, and stirred for 24 h at room temperature. The reac-
tion was filtered through Celite to remove the Pd/charcoal and
washed with an excess of tetrahydrofuran. The organic phase
was removed under reduced pressure to yield diethyl 2-amin-
oterephthalate (1.1 g, 4.6 mmol, yield 94%).

2.1.3. 2-Aminoterephthalic acid-15N
Diethyl 2-aminoterephthalate (1.1 g 4.6 mmol) was dissolved in

methanol (35 mL) and water (15 mL). Sodium hydroxide (1.84 g,
46 mmol) was added, and the resulting mixture was stirred at
room temperature for 24 h. The MeOH/H2O was removed under re-
duced pressure and the precipitate was redissolved in minimum
water, and 2-aminoterephthalic acid was precipitated out of the
solution by addition of excess HCl (1 M). The product was isolated
by filtration and washed with water (5 ! 50 mL) to yield a yellow
solid (0.7 g, 3.8 mmol, yield 83%).

2.1.4. Synthesis of IRMOF-3
IRMOF-3 (Zn4O(BDC-NH2)3) was synthesized using a literature

procedure [24]. The 15N-labeled IRMOF-3 was synthesized by an
analogous preparation, replacing the natural abundance 2-ami-
noterephthalic acid (14N natural abundance of 99.6% [25]) with
the analogous 2-aminoterephthalic acid-15N. Complete evacuation
of the framework was confirmed by surface area measurements
that showed surface areas of 2163 m2/g (BET method) and
2120 m2/g (BET method) measured for the natural abundance IR-
MOF-3 and isotopically enriched IRMOF-3, respectively. These sur-
face areas correspond well with those reported previously [24]. A
fragment of the extended structure of IRMOF-3 is shown in Fig. 1A.

The NMR data were acquired with a Bruker Avance 300 spec-
trometer. Proton data for static samples were measured with a
standard Bruker 1H wideline probe with a 5-mm solenoid coil.
The 1H p/2 pulse width was 1 ls. The 1H spin–lattice relaxation
(T1) data were acquired with a saturation-recovery sequence [24]
and the 1H spin–lattice relaxation in the rotating frame (T1q) was
determined with a spin-locking sequence [26] (p/2x" (spin lock)y)
using a spin-locking field strength of 62.5 kHz.

High resolution solid-state 13C and 15N CP/MAS spectra were ac-
quired with a magic-angle spinning (MAS) probe with a 4-mm
(outside diameter) zirconia rotor. The acquisition parameters were
a 1H p/2 pulse width of 4 ls, a contact time of 3 ms, a data acqui-
sition time of 65 ms, and a recycle delay of at least 5 times the 1H

spin–lattice relaxation time, with recycle delays ranging from 5 to
30 s. The sample spinning rate was 10.000(±0.004) kHz. The 1H
combined rotation and multiple-pulse (CRAMPS) spectra [27] were
acquired on the same 4-mm MAS probe with a 1H p/2 pulse width
of 2 ls and s = 4 ls for the quadrature-detected BR-24 pulse se-
quence [28]. The sample spinning rate for the CRAMPS experi-
ments was 3.000(±0.004) kHz. Performance of the CRAMPS
experiment was checked with an a glycine standard.

The 13C spectra are referenced to tetramethylsilane at zero ppm
by use of the methylene resonance of adamantane at 37.77 ppm as
a secondary reference [29]. The 15N spectra are referenced to liquid
ammonia at zero ppm by use of the 15N resonance of a-glycine at
36.5 ppm as a secondary reference [25]. On this scale, nitrometh-
ane resonates at 382 ppm. The 1H CRAMPS spectra are referenced
to tetrakistrimethylsilylsilane at zero ppm.

3. Results and discussion

The 1H wideline NMR spectrum of a polycrystalline, static sam-
ple of IRMOF-3 at 297 K is shown in Fig. 2A. The spectrum shows
several features, rather than the broad structureless resonance
usually observed for a typical polycrystalline solid sample. These
result from the attenuation of the proton homonuclear dipolar cou-
pling by the relatively rapid anisotropic motion. Lowering the sam-
ple temperature to 180 K does not slow this motion sufficiently to
broaden the lineshape, as shown in Fig. 2B.

The 1H spin–lattice relaxation behavior at 295 K is shown in
Fig. 3, as determined with a saturation-recovery pulse sequence.
The data are not strictly described by a single exponential function.
Nonexponential recovery is often observed when paramagnetic
centers, cross-relaxation, or spin diffusion plays a role in the relax-
ation kinetics [30–34]. For IRMOF-3, the 14N of the amino substitu-
ent on the terephthalic acid linker provides an effective relaxation
center (vide infra) for the protons [33]. The quadrupolar nucleus is
effectively relaxed by movements of the aromatic ring near the
quadrupolar frequency. Typical 14N quadrupolar coupling con-
stants are on the order of 1 MHz, depending upon the symmetry
of the site. For example, the quadrupolar coupling constant (QCC)
for choline halides [35] is about 70 kHz because of the relatively
symmetric environment. For amino acids [36], the QCC is around
1.2 MHz; for formamide [37] it is 2.56 MHz; and for hydrazine
[38], it is about 4 MHz. Aromatic ring p flips approaching, or at, this
frequency provide an effective relaxation mechanism for the 14N.
The 14N is both dipolar and scalar coupled to the amino protons,
allowing the fast-relaxing quadrupolar nucleus to provide a

Fig. 1. The structure of IRMOF-3 (A). The sphere represents the free volume within
the framework. The numerical labeling in (B) is used to note 13C spectral
assignments.

2 W. Morris et al. / Journal of Molecular Structure xxx (2011) xxx–xxx

Please cite this article in press as: W. Morris et al., J. Mol. Struct. (2011), doi:10.1016/j.molstruc.2011.07.037

doi:10.1016/j.molstruc.2011.07.037 
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High CO2 Capacity for Mg-MOF-74

74

40 °C 

Queen, Brown, Britt, Zajdel, Hudson, Yaghi J. Phys. Chem. C 2011, 115, 24915

Mason, Sumida, Herm, Krishna, Long Energy Environ. Sci. 2011, 4, 3030

Qst = –42 kJ/mol 

Mg2(dobdc) (Mg-MOF-74)

CO2

N2

19 wt %

Open metal sites!
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But we are not always that lucky
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Open metal sites: the force fields are 
2 orders of magnitude off! 
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Force Fields: correction from quantum chemistry

76

A. Dzubak,  et al, Ab-initio Carbon Capture in Open-Site Metal Organic Frameworks Nat 
Chem  (2012) http://dx.doi.org/0.1038/NCHEM.1432  
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Predictions?
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!
Figure'12:'Comparison!between!the!experimental!and!simulated!isotherms!for!H2O!inside!Mg=MOF=74!at!
298!K.!The!experimental!isotherms!are!shown!by!the!open!symbols.!The!closed!red!circles!and!blue!
closed!upper=triangles!represent!the!computed!isotherms!with!the!UFF!and!the!DFT=derived!force!field!
(model!B),!respectively.!!
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Mg Zn

! 27 

 
                                          (a)                                                                                           (b) 

Figure 14: Binary mixture inside (a) Mg-MOF-74 and (b) Zn-MOF-74 Left y-axis: simulated binary mixture uptake 

of CO2 (red closed circles) and H2O (closed blue squares) as a function of H2O mole fraction at total pressure of 0.15 

bar and temperature of 313K. Right y-axis: the reduction of CO2 uptake (%) as a function of H2O mole fraction. The 

definition of reduction is the ratio of CO2 uptake under the mixture condition to the pure component CO2 uptake at 

(P, T) = (0.15 bar, 313 K).  

 

It is interesting to compare the effect of water on adsorption of CO2 in Zn-MOF-74. Compared to the 

Mg-MOF-74, given that the binding strength of water is much weaker, Zn-MOF-74 is less sensitive to the 

presence of trace amounts of water vapor. Our calculations show that there is nearly no degradation in the 

CO2 uptake before the occurrence of water condensation inside the Zn-MOF-74 (i.e., ~2%, see SI Figure 

S6).  

 

Concluding remarks 

In summary, we have developed a new method to derive accurate force fields from periodic DFT 

calculations. The characteristic of this method is that we only calculate DFT energies on specific paths 

that are most sensitive to their corresponding pair-wise interactions between approached pairs. Compared 

to methods that use genetic algorithms, this reduces the number of required ab initio calculations. In 

addition, we use an energy decomposition scheme in combination with a self-consistent optimization 
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Separations of Xe/Kr

• Nuclear energy reprocessing: Xe - Kr isotopes 
are produced (i.e., 85Kr with t1/2 = 10.8 y)

• Xe used in several applications : cryogenic 
distillation of air:
• pure Xe $5000 kg
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S4

(a) (b)

(c) (d)

Figure S2: Force field validation. Shown is a comparison between experimental equilibrium uptake
data and our simulated uptake. (a) Kr and Xe adsorption in IRMOF-1 at 292 K (b) Xe adsorption in
IRMOF-2x at 292 K (c) Kr adsorption IRMOF-2x at 292 K (d) Kr adsorption in Silicalite at 305 and
242 K.

C. M. Simon, et al What Are the Best 
Materials To Separate a Xenon/
Krypton Mixture? Chem. Mat. 27 
(12), 4459 (2015) http://dx.doi.org/
10.1021/acs.chemmater.5b01475 
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adsorption isotherms in Co-formate15,20, SBMOF-2 (ref. 13),
HKUST-1 (ref. 14), MOF-505 (ref. 10), PCN-14 (ref. 19),
Ni-MOF-74 (ref. 8), Zinc tetrazolate21, IRMOF-1 (ref. 22), and
FMOF-Cu9 and identified the Xe and Kr Henry coefficients
from the data in the low pressure regime (see Computational
Calculation section of Supplementary Methods, Fig. 2b,
Supplementary Figs 1–16). The saturation loading of Xe in
SBMOF-1 is lower than observed in the majority of these
materials due to the comparatively low (B145 m2 g! 1) surface
area of SBMOF-1 (Supplementary Figs 26 and 27)41. However,
the Henry coefficient of Xe in SBMOF-1 is a factor of two
higher than in CC3, the material in our survey with the second
highest Xe Henry coefficient; we thus expect SBMOF-1 to have an
outstanding Xe uptake under UNF reprocessing off-gas
conditions. Figure 2b shows that SBMOF-1 exhibits by far the
largest Xe Henry coefficient and the highest Xe/Kr selectivity at
dilute conditions among all reported Xe and Kr adsorption
isotherms in our literature survey.

Adsorption kinetics and column breakthrough experiments.
From a practical point of view, it is important that the kinetics of
Xe adsorption/desorption are sufficiently fast and the material can
undergo multiple ad-/de-sorption cycles without losing capacity.
We measured the kinetics of Xe adsorption into an SBMOF-1
sample by connecting a chamber of Xe at 1 bar and 298 K to an
evacuated chamber with the SBMOF-1 sample, then opening a
valve to allow flow. Figure 2c shows that the rate of Xe uptake is
sufficiently fast, reaching B80% of saturation uptake within
10 min. Next, we performed 10 ad-/de-sorption cycles to test if
SBMOF-1 retains its high Xe adsorption capacity after many

cycles. Figure 2d shows that SBMOF-1 retains its performance
after multiple cycles. In addition, SBMOF-1 shows high thermal
stability up to 500 K (Supplementary Fig. 20). To demonstrate the
practical applicability of SBMOF-1 for capturing Xe from UNF
reprocessing off-gas, we conducted single-column breakthrough
experiments with a representative gas mixture (400 p.p.m. Xe,
40 p.p.m. Kr, 78.1% N2, 20.9% O2, 0.03% CO2 and 0.9% Ar)
(see breakthrough measurement section of the Supplementary
Information, Supplementary Figs 28 and 29)17. We fed this gas
mixture through a column packed with SBMOF-1 and initially
purged with He. Figure 3 shows that all gases except Xe broke
through the column within minutes, whereas Xe was retained in
the column for more than an hour). This demonstrates that
SBMOF-1 can selectively remove Xe from air at UNF reprocessing
conditions. Under these conditions, SBMOF-1 adsorbed
13.2 mmol Xe per kg, higher than the reported breakthrough Xe
capacities of benchmark materials, Ni-MOF-74 (4.8 mmol Xe per
kg) and CC3 (11 mmol Xe per kg) (Supplementary Fig. 29)12,17.
The experimental breakthrough capacity is close to that predicted
from the Henry coefficient of the pure-component Xe isotherm
(15.4 mmol kg! 1), suggesting minimal diffusion limitations in the
SBMOF-1 pellets. Next, we conducted column breakthrough
experiments on SBMOF-1 in the presence of 42% relative
humidity (Fig. 3b). Remarkably, SBMOF-1 retains a high Xe
uptake (B11.5 mmol kg! 1) even in the presence of water vapor.
These results suggest the outstanding stability of SBMOF-1 makes
it a practical material for the removal of Xe from UNF reprocessing
off-gas. Such stability is a desirable property, as very few
metal–organic hybrid materials exhibit such properties42–44. We
postulate the absence of open metal sites to be responsible for the
stability of SBMOF-1 in the presence of water vapour45.
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Figure 1 | Computational screening of MOFs for Xe/Kr separations at dilute conditions relevant to UNF reprocessing off-gas. We computed the Henry
coefficients of Xe and Kr in B125,000 MOF structures; the selectivity at dilute conditions is the ratio of Henry coefficients. (a) Distribution of simulated
selectivities for experimentally synthesized (green) and hypothetical (yellow) MOF structures; vertical, dashed line is SBMOF-1 (KAXQIL in the Cambridge
Structural Database (CSD)). (b) Histogram showing relationship between selectivity and pore size, with the largest included sphere diameter as a
metric; colour shows average energy of Xe adsorption in that bin. SBMOF-1 (KAXQIL in CSD), with simulated selectivity 70.6 and largest included sphere
diameter of 5.1 Å, is indicated. Vertical, dashed line is the distance that yields the minimum energy in a Xe–Xe Lennard–Jones potential. (c) SBMOF-1 is
composed of corner sharing, octahedrally coordinated calcium chains along the crystallographic b direction, which are connected by organic linkers,
forming a one-dimensional nanoporous channel. (d) Side view. Shown are the calculated potential energy contours of a Xe atom adsorbed in the pore (blue
surface, ! 32 kJ mol! 1; white surface, 15 kJ mol! 1).
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Model Mixture:  
O2, N2, CO2, Kr, Xe 

(400 ppm Xe, 40 ppm Kr, 
78.1% N2, 20.9% O2, 
0.03% CO2, and 0.9% Ar)

D. Banerjee, et al, Metal-organic framework with optimally 
selective xenon adsorption and separation Nat. Comm. 7 
(11831) (2016) http://dx.doi.org/10.1038/ncomms11831
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