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Interpreting the model

We would like to know what drives a phenomena (curiosity)

More practical:
Material design rules

Single metal catalyst:
variation in metal and ligands

AE  =-73 kcal/mol AE_ =37 kcal/mol AE_ =-41 kcal/mol

Importance of variables can help to
understand which factors are important,
e.g., type of atomic properties and global
vs local
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Interpreting the model (||)

Make better models/representations
example: the case of mechanical properties of MOFs

Simplified
representation

>

Include net in representation
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[t was shown that the underlying net is the
most important factor for mechanical stability

R = 0979

Machine Leaming Bulk Modulus, K (GPa)

Simulated Buk Modulus. K (GPa)
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Permutation importance
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1. Estimate the model error: Orlg — L, V)

2. For each feature j=1,..,n:
e Generate permuted feature matrix for feature (j):
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 Estimate the error for the permuted feature matrix: ejp =Z(, f (XJp )

e Estimate the error for the permuted feature matrix
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FIJ- = ejp /ej & or ejp — ej &




Permutation importance

e What happens if we have correlated features?

Permutation might make unphysical test cases

AE_ =-73 kcal/mol AE , =37 kcal/mol AE , =-41 kcal/mol

Split the importance between the correlated features

S = covalent radii
Z =nuclear charge




Summary of model interpretation

Feature importance is a way to interpret the model
e Get chemical insight
* Make better models

Permutation importance is a way to get the value of features in model
predictions but one needs to be cautious to not over-interpret these numbers,
e.g., when the features are correlated




