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Sensing DNA Damage Through
ATRIP Recognition of RPA-ssDNA

Complexes
Lee Zou1,2 and Stephen J. Elledge1,2,3*

The function of the ATR (ataxia-telangiectasia mutated– and Rad3-related)–
ATRIP (ATR-interacting protein) protein kinase complex is crucial for the cellular
response to replication stress and DNA damage. Here, we show that replication
protein A (RPA), a protein complex that associates with single-stranded DNA
(ssDNA), is required for the recruitment of ATR to sites of DNA damage and
for ATR-mediated Chk1 activation in human cells. In vitro, RPA stimulates the
binding of ATRIP to ssDNA. The binding of ATRIP to RPA-coated ssDNA enables
the ATR-ATRIP complex to associate with DNA and stimulates phosphorylation
of the Rad17 protein that is bound to DNA. Furthermore, Ddc2, the budding
yeast homolog of ATRIP, is specifically recruited to double-strand DNA breaks
in an RPA-dependent manner. A checkpoint-deficient mutant of RPA, rfa1-t11,
is defective for recruiting Ddc2 to ssDNA both in vivo and in vitro. Our data
suggest that RPA-coated ssDNA is the critical structure at sites of DNA damage
that recruits the ATR-ATRIP complex and facilitates its recognition of substrates
for phosphorylation and the initiation of checkpoint signaling.

The ATR (ATM- and Rad3-related) protein
kinase plays a central role in the cellular
response to replication stress and DNA
damage such as double-strand breaks
(DSBs) (1, 2). In response to these events,
ATR phosphorylates substrates such as
p53, Brca1, Chk1, and Rad17. The phos-
phorylation of ATR substrates collectively
inhibits DNA replication and mitosis and
promotes DNA repair, recombination, or
apoptosis. Despite the identification of
many effectors of ATR, the mechanism by
which ATR is activated by replication
stress or DNA damage remains unsolved.

In human cells, ATR exists in a stable
complex with ATRIP (ATR-interacting pro-
tein), a potential regulatory partner (3). Mec1
and Rad3, the budding and fission yeast ho-
mologs of ATR, respectively, also form sim-
ilar complexes with Ddc2 (also called Lcd1
or Pie1) and Rad26, respectively (4–7). In
budding yeast, the Mec1-Ddc2 complex is

recruited to DSBs induced by the HO endo-
nuclease (HO) or single-stranded DNA
(ssDNA) at telomeres caused by a mutation
in Cdc13. The recruitment of Mec1-Ddc2 to
sites of DNA damage is independent of the
replication factor C (RFC)–like protein
Rad24 and the proliferating cell nuclear anti-
gen (PCNA)–like proteins Ddc1, Mec3, and
Rad17 (8, 9). Likewise, ATR localization to
DNA damage–induced foci does not require
human Rad17, the homolog of yeast Rad24
(10). Thus, the ATR-ATRIP and Mec1-Ddc2
complexes might recognize certain DNA or
DNA-protein structures at damage sites in the
absence of the RFC-like and PCNA-like
checkpoint complexes.

Many distinct DNA damaging agents can
elicit the DNA damage or stress response that
is mediated by ATR. Thus, a central question
in checkpoint signaling is whether there is a
sensor for each type of damage or whether all
of these are converted to a common interme-
diate that is detected by a single sensor. A
plausible candidate for a common intermedi-
ate is ssDNA. In yeast, ssDNA is present at
telomeres because of the loss of function of
Cdc13 and at the sites of damage caused by
HO-induced breaks (11, 12). It has been pro-
posed as a requirement for strong and sus-
tained activation of the checkpoint (13).
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ssDNA does not exist naked in the cell,
but is coated by replication protein A (RPA),
a ssDNA–binding protein complex (14).
RPA has been implicated in the checkpoint
response in several ways. First, RPA is an
effector of the DNA damage checkpoint, be-
cause two subunits of the yeast RPA com-
plex, Rpa1 and Rpa2, are phosphorylated in
response to DNA damage and treatments that
block replication (15, 16). Second, certain
yeast RPA mutants have been shown to adapt
more quickly from the cell-cycle arrest in-
duced by DNA damage (12) and to show
defects in arresting the cell cycle (17, 18).
However, it is unclear whether these effects
are due to RPA’s role as an effector of the
pathway or whether it might function in sig-
nal generation. Thus, we investigated wheth-
er RPA takes part in damage recognition,
activation of the ATR-ATRIP complex, or
both processes.

RPA is required for the formation of
nuclear foci that contain ATR-ATRIP.
ATR, but not the related protein kinase ATM
(ataxia-telangiectasia mutated), is activated
in cells exposed to ultraviolet radiation (UV).
To investigate whether ssDNA is generated
by UV-induced damage, we isolated chroma-
tin from undamaged or UV-damaged human
cells and examined the association of RPA
with chromatin. After UV treatment, an in-
creased amount of RPA34, the second largest
subunit of RPA, was detected on chromatin
(Fig. 1A). Thus, it appears that more ssDNA
is generated after UV damage and that the
ssDNA generated becomes coated by RPA.

RPA localizes to nuclear foci upon DNA
damage (19). ATR and ATRIP also localize to
nuclear foci after DNA damage (3, 20). To
determine whether RPA colocalizes with the
ATR-ATRIP complex after damage, we exam-
ined the localization of RPA and ATR-ATRIP
in undamaged cells and cells treated with ion-
izing radiation (IR). Two hours after treatment
of cells with IR, RPA and ATR formed nuclear
foci that were not observed in undamaged cells
(Fig. 1B). The damage-induced RPA foci com-
pletely colocalized with the ATR foci (Fig. 1B).
Similar results were seen for RPA and ATRIP
(21). Thus RPA and the ATR-ATRIP complex
appear to be recruited to the same sites of DNA
damage in vivo.

To determine whether RPA is required
for the activation of ATR-mediated DNA
damage signaling in human cells, we used
small interfering RNA (siRNA) to specifical-
ly inhibit the expression of RPA70, the larg-
est subunit of RPA. The amount of RPA70
protein was substantially reduced in the
siRNA-transfected HeLa cells 3 days after
transfection (Fig. 1C), whereas amounts of
several other checkpoint proteins showed lit-
tle alteration.

To investigate whether RPA is required for
the recruitment of ATR-ATRIP to damage-

induced foci, we examined the localization of
ATR and ATRIP in cells transfected with con-
trol green fluorescent protein (GFP) siRNA or
RPA70 siRNA. Two hours after treatment of
cells with IR, ATR foci were detected in 27%
of the cells transfected with control siRNA. In
contrast, only 4% of the cells transfected with
RPA70 siRNA displayed IR-induced ATR foci.
The fraction of RPA70 siRNA–transfected cells
that displayed IR-induced foci that contained
ATRIP was similarly reduced compared to that
in controls. Representative samples of the cells
transfected with control siRNA or RPA70
siRNA are shown in Fig. 1D. The small fraction
of the RPA70 siRNA–treated cells that dis-
played ATR- or ATRIP-containing foci re-
tained higher amounts of RPA than did other
cells in the same population (21). Thus, the
recruitment of ATR and ATRIP to the damage-
induced nuclear foci is dependent upon RPA.

RPA is required for the activation of
Chk1. The recruitment of ATR-ATRIP to
DNA damage is thought to be required for its
role in the activation of checkpoint signaling
(1, 2). A key substrate of ATR-ATRIP is the
human Chk1 protein kinase, which is phos-
phorylated by ATR on Ser345 in response to
DNA damage or replication blocks (10, 22).
The damage-induced phosphorylation of Chk1

can be detected with antibodies that specifically
recognize Chk1 phosphorylated on Ser345 (22).
Thus, we examined the dependency of Chk1
activation on RPA. In HeLa cells transfected
with RPA70 siRNA, phosphorylation of Chk1
induced by hydroxyurea (HU) was diminished
(by three-quarters) compared to control cells
(Fig. 2A). Furthermore, the phosphorylation of
Chk1 induced by UV was also reduced when
the expression of RPA was inhibited with
siRNA (Fig. 2B). To test whether this RPA
dependency is cell line–specific, we also exam-
ined Chk1 phosphorylation in U2OS cells in
response to various doses of UV. Although
amounts of RPA were constant in HeLa cells,
the amounts of RPA in U20S cells increased in
response to DNA damage. In U2OS cells trans-
fected with control siRNA, Chk1 was efficient-
ly phosphorylated in response to UV, but
this phosphorylation was reduced in cells
treated with siRNA to RPA (Fig. 2C). The
greatest decreases were observed at the high-
est doses of UV. There may be residual RPA
in these cells sufficient to recognize the small
amounts of ssDNA produced at low UV
doses. These results suggest that RPA regu-
lates activation of ATR not only in response
to replication blocks but also in response to
DNA damage.

Fig. 1. Colocalization of RPA with the ATR-ATRIP complex after damage and the requirement of RPA for
the formation of foci that contain ATR-ATRIP. (A) HCT116 cells were left untreated or were treated with
50 J/m2 of UV, then subjected to chromatin fractionation after 2 hours (10). RPA34 and Orc2 in the
indicated fractions were detected by immunoblotting. Sol, soluble fractions; Chr, chromatin fractions.
Orc2 served as a loading control for the chromatin fractions. (B) HeLa cells were left untreated or were
treated with 10 gray (Gy) of IR. Two hours after IR treatment, cells were briefly extracted with
detergent, fixed in paraformaldehyde, and subjected to immunostaining with antibodies to ATR or
RPA70. (C) HeLa cells were transfected twice with GFP siRNA or RPA70 siRNA, and cellular extracts were
prepared 3 days after the first transfection. RPA70, ATR, and ATRIP in the extracts were detected by
immunoblotting with the corresponding antibodies. (D) HeLa cells transfected with GFP siRNA or RPA70
siRNA were treated with 10 Gy of IR or left untreated. Two hours after IR treatment, cells were
subjected to immunostaining with antibodies to ATR (left) or ATRIP (right) as in (B).
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RPA stimulates the binding of ATRIP to
ssDNA. The requirement of RPA for the re-
cruitment of ATR-ATRIP to damage-induced

nuclear foci suggests that RPA might function
in damage recognition, working to directly re-
cruit ATR-ATRIP. We therefore tested whether

RPA could stimulate the binding of ATRIP or
ATR to ssDNA in vitro. Human ATRIP protein
was tagged with a Flag epitope, expressed in
baculovirus-infected insect cells, and purified
on an affinity column made with monoclonal
antibodies to Flag. Purified ATRIP was incu-
bated with biotinylated, single-stranded, 75-nu-
cleotide (nt) DNA oligomers, either in the ab-
sence of RPA or in the presence of various
amounts of bacterially expressed and purified
RPA (23). In the absence of RPA, no ATRIP
was associated with the ssDNA retrieved by
streptavidin beads (Fig. 3A, lane 2). In the
presence of RPA, however, ATRIP bound to
ssDNA efficiently (Fig. 3A). Furthermore, the
amounts of ssDNA-bound ATRIP were propor-
tional to the amounts of RPA on the ssDNA
(Fig. 3, A and B). In marked contrast, purified
Escherichia coli ssDNA binding protein (SSB)
did not stimulate binding of ATRIP to ssDNA
(Fig. 3A). These results demonstrate that RPA
enables ATRIP to bind to ssDNA. Similar re-
sults were obtained when 75-nt oligomers of a
different sequence were tested (21), indicating
that the binding of ATRIP to RPA-coated
ssDNA does not require a specific DNA se-
quence or secondary structure.

The budding yeast ATRIP homolog Ddc2 is
reported to bind to the ends of double-stranded
DNA (dsDNA) (24). To test whether ATRIP
also binds to dsDNA, we annealed the biotin-
ylated ssDNA oligomer with its complementa-
ry oligomer and incubated the resultant dsDNA
with purified ATRIP. ATRIP did not bind to
dsDNA in the absence of RPA (Fig. 3B, lane
4). In the presence of RPA, both ATRIP and
RPA bound more efficiently to ssDNA than to
dsDNA (Fig. 3B). The small amounts of RPA
and ATRIP that bound to dsDNA could be due
to contaminating ssDNA. We also tested
ssDNA from the single-stranded bacteriophage
M13, supercoiled dsDNA, and linearized
dsDNA as competitors in the ATRIP-RPA-
ssDNA binding reactions. The competitors
were incubated with biotinylated ssDNA, RPA,
and ATRIP. Only the single-stranded M13
DNA inhibited binding of ATRIP to the biotin-
ylated ssDNA (Fig. 3C). Hence, RPA confers
upon ATRIP a higher affinity to ssDNA than to
dsDNA or to the ends of dsDNA.

To determine whether the length of ssDNA
is important for the binding of ATRIP, we com-
pared the recruitment of ATRIP to biotinylated
30-, 50-, and 75-nt ssDNA oligomers in the
presence of RPA. When equal moles of the
three oligomers were used in the reactions, the
75-nt oligomer retrieved more ATRIP than
did the two shorter oligomers (Fig. 3D). To
determine whether this was due to a greater
mass of ssDNA or to some form of coopera-
tive binding to longer ssDNA, we increased
the molar concentrations of the 30- and 50-nt
oligomers in the reactions such that the total
mass of ssDNA was equal for all three oli-
gomers. As expected, similar amounts of RPA

Fig.2.RegulationofATR-mediatedphos-
phorylation of Chk1 by RPA. (A) HeLa
cells transfected with GFP siRNA or RPA
siRNA were treated with 1 mM HU for
24 hours or left untreated. The phos-
phorylation of Chk1 on Ser345 was
monitored with the phosphospecific an-
tibody to P-Ser345 of Chk1 (P-S345). (B)
HeLa cells were transfected as in (A),
treated with 10 J/m2 of UV, and collect-
ed after 2 hours. The phosphorylation of
Chk1 on Ser345 was detected as in (A).
(C) U2OS cells were transfected as in
(A), and treated with the indicated dos-
es of UV. Cellular extracts were made 1
hour after the UV treatment. Amounts
of RPA70, Chk1, and actin were ana-
lyzed with the corresponding antibod-
ies. The phosphorylation of Chk1 was
detected by the antibody to P-Ser345 of
Chk1.

Fig. 3. Stimulation of ATRIP binding to ssDNA by RPA. (A) Recruitment of ATRIP to ssDNA by RPA.
The biotinylated 75-nt oligomer (5 pmol) was attached to streptavidin-coated beads and incubated
with various amounts of purified RPA or SSB (0, 1, 2.5, or 8 pmol). After a 30-min incubation, ATRIP
(0.5 pmol) was added to the reactions and incubated for 30 min. The ssDNA oligomer was retrieved
with streptavidin beads, and the unbound proteins were washed away. The ATRIP and RPA
associated with ssDNA was detected by immunoblotting with the corresponding antibodies. Input,
total input of ATRIP. (B) Preferential binding of ATRIP to ssDNA-RPA complexes. The biotinylated
75-nt oligomer was annealed with its complementary oligomer (unmodified) and the resultant
dsDNA was attached to streptavidin beads. The ssDNA or dsDNA-coated beads were incubated
with various amounts of RPA (0, 0.1, or 0.25 pmol) and then with 0.5 pmol of ATRIP as in (A). The
ATRIP and RPA associated with DNA were detected by immunoblotting. A small fraction of the
dsDNA may be single-stranded because of incomplete annealing. (C) Failure of dsDNA to compete
for ATRIP binding. The biotinylated 75-nt oligomer (100 ng) was incubated with RPA in the
presence of various amounts (0, 50, 100, or 250 ng) of single-stranded M13 DNA, supercoiled
plasmid DNA (Bluescript), or Sma-I–linearized plasmid, and then incubated with ATRIP. The ATRIP
bound to the biotinylated 75-nt oligomer was detected by immunoblotting. Lane 2 on this gel may
be underloaded. (D) Enhanced ATRIP binding to longer ssDNA. Left: Equal moles (5 pmol) of the
biotinylated 30-, 50-, or 75-nt oligomers were incubated with RPA and ATRIP as in (A). Right:
Oligomers with equal masses of ssDNA (12.5 pmol of 30-nt oligomer, 7.5 pmol of 50-nt oligomer,
or 5 pmol of 75-nt oligomer) were incubated with RPA and ATRIP as in (A). The ATRIP and RPA
bound to DNA were detected by immunoblotting.
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were bound to all three oligomers (Fig. 3D).
However, ATRIP bound much more efficient-
ly to the 75-nt oligomer than to the shorter
oligomers (Fig. 3D). These results indicate
that the binding of ATRIP to RPA-coated
ssDNA is length-dependent with a threshold
length between 50 and 75 nt that renders
ATRIP binding more efficient. The amount of
DNA covered by each RPA complex is �30
nt (14) and suggests that of the three tem-
plates, only the 75-nt fragment has the capa-
bility to efficiently bind two RPA complexes.
Thus, loading of multiple RPAs onto longer
ssDNA may stimulate the binding of ATRIP,
and the binding of ATRIP to these longer
templates might be cooperative. This could
have important implications for ATR-ATRIP
signal sensing.

RPA enables the ATR-ATRIP complex
to associate with ssDNA. To further assess
the biological significance of the RPA-
dependent interaction of ATRIP with ssDNA,
we asked if RPA could stimulate the binding
of the ATR-ATRIP complex to ssDNA. We
first tested whether ATR itself could bind to
ssDNA. Flag-tagged human ATR was over-
expressed in 293T cells and affinity-purified
(25). The majority of the purified ATR was
not in association with ATRIP, because silver
staining detected no ATRIP in this prepara-
tion (21). Unlike ATRIP, ATR bound to
ssDNA in the absence of RPA (Fig. 4A).
Such binding of ATR to ssDNA was not
affected by the presence of RPA (Fig. 4A).
Therefore, ATR itself may possess an affinity
to ssDNA, but this affinity is not regulated by
RPA in the absence of ATRIP.

To examine directly the binding of the
ATR-ATRIP complex to ssDNA, we reconsti-
tuted the ATR-ATRIP complex by combining
purified ATR and purified ATRIP. The amount
of ATR bound to ssDNA was substantially
reduced in the presence of ATRIP (Fig. 4A,
lane 6). The small amount of ATR bound to
ssDNA was apparently not in complex with
ATRIP, because no ATRIP was found on the
ssDNA molecules (Fig. 4A, lane 6). These re-
sults suggest that the affinity of ATR for
ssDNA is obscured in the ATR-ATRIP com-
plex and that the ATR-ATRIP complex cannot
bind to ssDNA in the absence of RPA.

In the presence of RPA, the amounts of
ATR-ATRIP complex that bound to ssDNA
were increased (Fig. 4A, lane 7). Thus, RPA-
coated ssDNA is sufficient to recruit ATR-
ATRIP. The interaction between ATRIP and
RPA-coated ssDNA likely plays a critical role
in recruiting the ATR protein kinase to ssDNA.
It is unclear how much of the ATR is com-
plexed with ATRIP in this experiment, and
some ATRIP might remain free after reconsti-
tution of the ATR-ATRIP complex. The free
ATRIP may be competing with the ATR-
ATRIP complex, artificially reducing the
amount of ATR brought down in lane 7.

The ability of free ATR to bind ssDNA
suggested the possibility that ATR may be able
to signal damage in the absence of ATRIP and
RPA. To examine this, we measured the
amount of free ATR in cells. Multiple rounds of
immunoprecipitation with antibodies to ATRIP
were performed, and the levels of ATR remain-
ing in the extracts was measured (Fig. 4B). All
detectable ATR (�95%) was depleted by im-
munoprecipitation of ATRIP (Fig. 4B), show-
ing that the vast majority of ATR is present in
complexes with ATRIP in human cells. This is
also consistent with the genetics of these genes,
because loss of ATRIP, DDC2, or rad26 abol-
ishes the checkpoint responses of their respec-
tive organisms to the same degree as loss of
ATR, MEC1, or rad3, respectively (3–5).
Therefore, we feel that the ability of ATR to
bind ssDNA is unlikely to play an important
role in damage recognition in vivo and that
ATR is likely to be recruited to damage sites
through the interaction between ATRIP and
RPA-coated ssDNA.

RPA stimulates the phosphorylation of
Rad17 on DNA by ATR-ATRIP. To test
whether recruitment of the ATR-ATRIP
complex stimulates phosphorylation of ATR
substrates on DNA, we tested the effects of
RPA on the phosphorylation of Rad17 by
ATR-ATRIP. Flag-tagged Rad17 was coex-
pressed with the four small subunits of RFC
(Rfc2-5) in baculovirus-infected insect cells,
and the Rad17–Rfc2-5 complex was purified
(26). The Rad17–Rfc2-5 complex associated
with ssDNA (Fig. 4C) (26). The phosphory-
lation of Rad17 was analyzed with a phos-
phospecific antibody to phosphorylated
Ser635 (P-Ser635), an in vitro and in vivo site
of phosphorylation by ATR (Fig. 4C) (10, 27,
28). In the absence of RPA, the ssDNA-
bound Rad17 was not phosphorylated by
ATR-ATRIP. In contrast, the ssDNA-bound
Rad17 was clearly phosphorylated by ATR-
ATRIP in the presence of RPA (Fig. 4C).

Although ssDNA-bound Rad17 can be
phosphorylated by ATR-ATRIP in vitro, it is
not clear whether ssDNA is the DNA structure
recognized by the Rad17–Rfc2-5 complex in
vivo. Moreover, the UV-induced phosphoryl-
ation of Rad17 by ATR in vivo requires the
PCNA-like protein Hus1 (10), which was not
present in our in vitro assays. However, it is
unclear what role the Rad9-Rad1-Hus1 com-
plex plays in vivo. It could make Rad17 an even
better substrate by stimulating ATR or tethering
it to DNA, or it could protect Rad17 from
dephosphorylation. Regardless of the role
played by the Rad9-Rad1-Hus1 complex, our in
vitro data demonstrate that the recruitment of
ATR-ATRIP to ssDNA can lead to its activa-
tion toward its substrates on DNA.

RPA is required for the recruitment of
Ddc2 to DSBs in vivo. If RPA recruits ATR-
ATRIP in vivo, this should be a conserved
function detectable in all eukaryotes. We ex-

amined this model in budding yeast, in which
DNA damage can be generated in a precise,
site-directed manner. A single DSB can be
generated by HO at a specific site (29), and
the recruitment of Mec1-Ddc2 complex to
this damaged site can be detected by chroma-
tin-immunoprecipitation (CHIP) of Mec1 or
Ddc2 (8, 9). To analyze the recruitment of
Ddc2 to HO-induced DSBs in vivo, we used
a strain in which an HO cleavage site was
integrated at the telomere of chromosome
VII, and the expression of HO was controlled
by a galactose-inducible (Gal) promoter (9).
To examine the in vivo requirement of RPA
for Ddc2 recruitment, we sought to condi-
tionally degrade RPA in cells by fusing Rpa1
to a “degron” tag that confers instability on
proteins at 37°C (Fig. 5A) (30). The Ubr1

Fig. 4. Stimulation of binding of the ATR-ATRIP
complex to ssDNA by RPA. (A) The ATR-ATRIP
complex was reconstituted with purified ATR and
ATRIP. The biotinylated 75-nt oligomer (5 pmol),
either alone or coated with RPA, was incubated
with 1 pmol of ATR, ATRIP, or ATR-ATRIP com-
plex. The ATR, ATRIP, and RPA70 bound to DNA
were detected by immunoblotting. Input is the
total ATR-ATRIP used in the experiment. (B) HeLa
cell extracts were subjected to three rounds of
immunoprecipitation (IP) with antibodies to
ATRIP. The ATR and ATRIP remaining in the ex-
tracts after immunoprecipitation were detected
by immunoblotting. (C) The biotinylated 75-nt
oligomer (5 pmol) was incubated with 1 pmol of
the Rad17–Rfc2-5 complex in the presence of
ATP. RPA (5 pmol) and ATR-ATRIP (1 pmol) were
sequentially added to the reactions as indicated.
At the end of reaction, the ssDNA-bound Rad17–
Rfc2-5 complexes were retrieved by streptavidin
beads, washed, and analyzed by immunoblotting
with the antibodies to Rad17 and to P-Ser635 of
Rad17.
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ubiquitin ligase was overexpressed from a
Gal promoter to facilitate degradation of the
degron-tagged Rpa1 (Rpa1-td). In the control
cells with wild-type Rpa1, both Ddc2 and
Rpa1 were specifically recruited to HO-
induced breaks after a 4-hour incubation of
cells in a galactose-containing medium at
37°C (Fig. 5B). No enrichment of Ddc2 or
Rpa1 was detected at a control locus at TUB1.
In the cells expressing Rpa1-td, less Rpa1-td
protein was detected at the HO site (Fig. 5B).
Binding of Ddc2 to the HO-induced breaks
was also substantially diminished in these
cells (Fig. 5B). The ssDNA was not degraded
in the rpa-td mutant cells, because equal
polymerase chain reaction (PCR) signals
were detected in the input DNA.

Because depletion of RPA could lead to
DNA replication defects that might affect the
recruitment of Ddc2, we sought to synchro-
nize cells outside of the S phase and examine
the requirement of RPA for Ddc2 recruit-
ment. The enrichment of Ddc2 at the HO-
induced break was also reduced in the rfa1-td
cells arrested at the G2/M phases (Fig. 5, C
and D), suggesting that the low abundance of
RPA (Fig. 5E), rather than the defective DNA
replication, is the cause of diminished Ddc2
recruitment. These results strongly suggest
that RPA is required for the localization of
Mec1-Ddc2 to sites of DNA damage in vivo.

The checkpoint-defective rfa1-t11mu-
tant is defective in recruiting Ddc2 to
ssDNA. The studies described here suggest a
model whereby DNA damage generates
ssDNA that is bound by RPA, to form an
RPA-ssDNA complex that recruits ATR-
ATRIP to initiate checkpoint signaling. This
model makes the strong prediction that one
should be able to generate mutations in RPA
that have defective checkpoint signaling. Fur-
thermore, these mutants should display defects
in the recruitment of ATR-ATRIP to damage
sites and should have a defect in binding to
ATRIP. A particular mutation in the large sub-
unit of yeast RPA, rfa1-t11, is a good candidate
for such a mutation. rfa1-t11 mutants are pro-
ficient for chromosomal DNA replication
(31) but are partially defective for the
checkpoint response activated by ssDNA at
telomeres in the absence of CDC13 func-
tion (18).

To study the effects of the rfa1-t11 mutation
on Ddc2 recruitment, we integrated the rfa1-t11
mutant allele at the endogenous RFA1 locus in
our DSB assay strain and performed CHIP
analysis. Wild-type and rfa1-t11 mutant cells
were arrested at the G2/M phases with nocoda-
zole and then cultured in a galactose-containing
medium that also contained nocodazole to
maintain cell cycle arrest and to induce DSBs.
After a 4-hour incubation in galactose, enrich-
ment of approximately equal amounts of Rpa1
at the HO-induced breaks was detected in both
RFA1 and rfa1-t11 cells (Fig. 6A). This indi-

cates that the rfa1-t11 mutation does not affect
the generation and processing of the HO breaks.
In contrast to Rpa1, the amount of increase of
Ddc2 at the HO site was reduced by about
two-thirds in rfa1-t11 cells (an increase of 1.1
units) compared to that in RFA1 cells (an in-
crease of 2.8 units) (Fig. 6A). These results

indicate that the RPA complexes containing
Rpa1-t11 (here referred to as RPA-t11) at the
HO-induced breaks have reduced ability to re-
cruit Ddc2 in vivo.

If the binding of Ddc2 to RPA is critical
for both recruitment of Ddc2 to damage sites
and checkpoint signaling, then the RPA-t11

Fig. 5. RPA-dependent recruitment of Ddc2 to DNA damage in vivo. (A) Yeast cells expressing
Rpa1-td or wild-type Rpa1 were grown to log phase in a yeast extract, peptone, and dextrose
medium at 23°C, then shifted to 37°C and collected at the indicated times. Extracts derived from
the cells were analyzed by immunoblotting with antibodies to Rpa1. (B) Yeast cells (Y2302)
containing rfa1-td, DDC2-GFP, Gal-HO, and pGal-UBR1, or their isogenic cells carrying RFA1
(Y2303), were grown in a raffinose-containing medium at 37°C for 2 hours. The cells were then
cultured in the absence or presence of 2% galactose at 37°C for another 4 hours. The CHIP assay
was performed with antibodies to the GFP epitope (for Ddc2-GFP) and to Rpa1. Tub, the PCR
product from an unlinked control locus at TUB1. (C) Wild-type (Y2303) and rfa1-td (Y2302) cells
were synchronized at the G2/M phases with nocodazole (Noc) at 23°C for 3 hours. Cells were then
cultured at 38°C for 1 hour before galactose was added to induce HO breaks. Four hours after the
addition of galactose, CHIP analysis was performed as in (B). (D) DNA content of the cells analyzed
in (C). 1N, DNA content of cells in the G1 phase; 2N, DNA content of cells in the G2 or M phase.
(E) Immunoblots of Rpa1 from the cells analyzed in (C).

Fig. 6. In vivo and in vitro defects of
yeast rfa1-t11 mutants in recruiting
Ddc2. (A) Yeast cells ( Y2304) contain-
ing rfa1-t11, DDC2-GFP, and Gal-HO, or
their isogenic cells carrying RFA1 (yJK8-
1), were synchronized at the G2/M
phases with nocodazole for 2 hours. The
cells were then cultured in the absence
or presence of 2% galactose at 37°C for
another 4 hours in nocodazole. The
CHIP assay was carried out as in Fig. 5B.
The relative enrichments of Ddc2 and
Rpa1 at the HO site were quantified as shown on the right.
(B) Human RPA stimulates the binding of Ddc2 to ssDNA.
Ddc2 (0.5 pmol) was incubated with streptavidin beads
that carried either no DNA or 5 pmol of dsDNA, ssDNA, or
human RPA-coated ssDNA. The DNA-bound Ddc2 was
retrieved with the beads and analyzed by immunoblotting.
(C) Yeast RPA-t11 complexes are defective for recruiting
Ddc2 in vitro. Ddc2 was incubated with ssDNA in the
absence of RPA or in the presence of various amounts of
purified wild-type yeast RPA or RPA-t11 mutant complexes
(0.5, 1, or 2 pmol). The DNA-bound Ddc2 and Rpa1 (or
Rpa1-t11) were detected by immunoblotting.
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complex should be defective for binding
Ddc2 in vitro. We expressed Flag-tagged
Ddc2 in baculovirus-infected insect cells and
purified it by affinity chromatography. In the
absence of RPA, Ddc2 bound very weakly to
both dsDNA and ssDNA (Fig. 6B). However,
the binding of Ddc2 to ssDNA was increased
when purified human or yeast RPA was
present (Fig. 6, B and C). Therefore, the
biochemical mechanism of ATR-ATRIP re-
cruitment to ssDNA appears to be conserved
in budding yeast.

To investigate whether RPA-t11 is defective
for recruiting Ddc2 to ssDNA, we compared
the abilities of purified recombinant yeast RPA
and RPA-t11 to recruit Ddc2 in vitro. Like
RPA, RPA-t11 could efficiently associate with
ssDNA (Fig. 6C). In contrast, the ability of
RPA-t11 to recruit Ddc2 to ssDNA was sub-
stantially reduced (by about four-fifths) com-
pared to that of wild-type RPA (Fig. 6C). This
deficiency is consistent with the impaired
checkpoint signaling observed in the rfa1-t11
mutant and the reduction in recruitment of
Ddc2 to sites of DNA damage in vivo.

ssDNA is a common DNA structure gener-
ated by interference with DNA replication and
various types of DNA repair. Previous genetic
studies in yeast have suggested that ssDNA
might be part of the signal that activates the
DNA damage checkpoint (13). Our results have
uncovered RPA-coated ssDNA as a key struc-
ture for the activation of the ATR-ATRIP com-
plex in response to DSBs and replication inter-
ference (Fig. 7). Furthermore, our data also re-
veal an analogy between the damage response in
eukaryotic cells and that in prokaryotes. In bac-
teria, ssDNA generated by damage processing is
coated with RecA and serves as a signal for the
SOS response (32). Although eukaryotes have
developed more elaborate mechanisms to re-
spond to DNA damage, the use of ssDNA as a
signal of damaged DNA is evolutionarily con-
served from bacteria to humans.

The presence of RPA-coated ssDNA at
replication forks might bring ATR-ATRIP to
these complexes to monitor DNA synthesis.
Indeed, Xenopus RPA is required for the
initiation of DNA replication and the con-
comitant ATR binding to chromatin (33).
Although RPA associates with replication
forks that function normally during the S
phase, massive activation of the ATR-ATRIP
signaling pathway is not observed. This may
be simply an issue of sensitivity. Alternative-
ly, it is possible that the extent of RPA bind-
ing during normal replication is transitory
and insufficient to elicit an ATR-ATRIP re-
sponse or that the RPA bound during normal
replication is protected from ATRIP binding.
When replication forks are under stress or
encounter DNA lesions, persistent, longer
stretches of ssDNA could be generated by the
stalling of polymerases, the uncoupling of
helicases and polymerases, or both (Fig. 7).
This might allow more ATR-ATRIP to be
recruited to the hindered replication forks or
the sites of DNA damage. Furthermore, the
loading of multiple RPAs to longer ssDNA
might have a synergistic effect on ATR-
ATRIP recruitment, as we detected in vitro.
In budding yeast, the length of ssDNA at
replication forks increases in the presence of
HU (34). In Xenopus extracts, increased
amounts of RPA and ATR are detected on
chromatin treated with aphidicolin, UV, or
methyl methane sulfonate (35, 36). In human
cells, increased amounts of RPA associated
with chromatin after DNA damage (Fig. 1A).

In addition to DNA replication, various
DNA repair or recombination processes, such
as homologous recombination, nucleotide
excision repair, and base excision repair,
also generate ssDNA (37 ). Many types of
DNA lesions can induce DNA synthesis
independently of the cell cycle–regulated
DNA replication. Our finding that RPA-
coated ssDNA is sufficient to recruit ATR-

ATRIP raises the possibility that DNA
repair processes may also cause the activa-
tion of ATR signaling. For example, in
Xenopus extracts, etoposide-induced DNA
damage triggers prereplication complex–
independent DNA synthesis and recruits
both RPA and ATR onto chromatin (38).
The results from this study may provide a
molecular basis for damage recognition by
ATR-ATRIP and explain the broad spec-
trum of ATR-mediated damage responses.

It was recently reported that Ddc2 binds
to the ends of DSBs and thereby recruits
Mec1 to the sites of DNA damage (25).
However, many types of DNA replication
interference that do not lead to substantial
DSBs can activate the checkpoint through
Mec1-Ddc2. Furthermore, although the in-
duction of HO breaks is very rapid in yeast,
Mec1-Ddc2 is not detected at the breaks
until a few hours after the cleavage, when
ssDNA is generated at these sites (8, 9). We
find that purified Ddc2 and ATRIP have a
low affinity for DSBs in vitro relative to
RPA-ssDNA complexes. Our results do not
rule out direct sensing of DSBs or other
DNA structures by ATR-ATRIP complex-
es, but support a more prominent role for
ssDNA in their recruitment to sites of DSBs
and replication interference.

The mechanism by which ATR is acti-
vated by replication stress and DNA dam-
age is a key question for the understanding
of cellular stress and damage responses.
Unlike ATM, ATR isolated from damaged
cells does not display increased specific
activity in kinase assays (20). Rather, our
results indicate that an apparent activation
may be achieved by the simultaneous en-
richment of ATR-ATRIP and its substrates
at the sites of DNA damage. If this is the
case, then any mechanism that localizes
ATR-ATRIP to another protein could pro-
mote substrate phosphorylation.

The localization of ATR-ATRIP to sites
of DNA damage alone is not sufficient to
fully activate the checkpoint response. The
RFC-like Rad17 complex and the PCNA-
like Rad9-Rad1-Hus1 complex take part in
the recognition of DNA damage. These com-
plexes might have important roles in recruit-
ing the ATR substrates, organizing the pro-
tein-DNA complexes at the damage sites, and
allowing ATR to gain further access to sub-
strates. The elucidation of how ATR-ATRIP,
Rad17, and Rad9-Rad1-Hus1 complexes in-
teract on damaged DNA to amplify damage
signals will be a critical focus for future
studies on checkpoint signaling.
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Entangled Macroscopic Quantum

States in Two
Superconducting Qubits

A. J. Berkley,* H. Xu, R. C. Ramos, M. A. Gubrud, F. W. Strauch,
P. R. Johnson, J. R. Anderson, A. J. Dragt, C. J. Lobb, F. C. Wellstood

We present spectroscopic evidence for the creation of entangled macroscopic
quantum states in two current-biased Josephson-junction qubits coupled by a
capacitor. The individual junction bias currents are used to control the interaction
between the qubits by tuning the energy level spacings of the junctions in and out
of resonance with each other. Microwave spectroscopy in the 4 to 6 gigahertz range
at 20 millikelvin reveals energy levels that agree well with theoretical results for
entangled states. The single qubits are spatially separate, and the entangled states
extend over the 0.7-millimeter distance between the two qubits.

Most research on quantum computation (1) us-
ing solid-state systems has been focused on the
behavior of single isolated quantum bits
(qubits) (2–9). For example, progress in the last
2 years on single superconducting qubits has
included the observation and control of states
formed from quantum superpositions (3–9). In
addition to quantum superpositions, quantum
computation also requires the entanglement of
multiple qubits (10). Entanglement is critical
for enabling a quantum computer to be expo-
nentially faster than a classical one (11) and
means that the state of one qubit depends inex-
tricably on the state of another qubit. Recently,
entanglement in a superconducting charge-

based two-qubit system with an overall size of
a few micrometers has been reported (3). We
describe a different superconducting coupled
qubit system with qubits separated by a distance
that is hundreds of times larger. Our microwave
spectroscopic measurements (12, 13) show
clear evidence for entangled states in this mac-
roscopic system.

Each of our qubits is formed by a single
current-biased Josephson junction (14). The
behavior of such a junction is analogous to a
particle of mass Cj that moves in a tilted
washboard potential (Fig. 1A) (15)

U(�) � �Ic(�0/2�)cos(�) � Ib��0/2� (1)

where Ib is the bias current flowing through
the junction, Ic is the critical current, Cj is the
junction capacitance, �0 � 2.07 �10�15

T-m2 is the flux quantum, and � is the phase
difference of the quantum mechanical wave-
function across the junction (15). We note

that � is a collective degree of freedom for
the roughly 109 paired electrons in the metal
from which the qubit is constructed (16) and
d�/dt is proportional to the voltage across the
junction. Quantization of this system leads to
metastable states that are localized in the
potential well and have well-defined energies
(Fig. 1A). The lifetimes of the states can be
long, provided an appropriate isolation net-
work prevents the junction from dissipating
energy to its bias leads (2, 4, 5, 12, 13). At
bias currents Ib slightly lower than Ic, there
are only a few states trapped in the well, and
the barrier is low enough to allow escape by
quantum tunneling (17, 18) to a set of con-
tinuum states that exhibit an easily detectable
direct current (DC) voltage.

We coupled two junction qubits together
by using a capacitor Cc (Fig. 1B) (19–21).
The strength of the qubit-qubit coupling is set
by Cc/(Cj 	 Cc), which for our qubits is about
0.1. When the current through one qubit is
adjusted to produce an energy level spacing
equal to that in the other qubit, the capacitive
coupling leads to mixing of the uncoupled
states and a lifting of the energy degeneracy
(19). Near this “equal-spacing” bias point, the
three lowest levels of the system are the
ground state �00
 and two excited states
(�01
 � �10
)/�2. Here the notation �01
 indi-
cates, for example, that the first qubit is in its
ground state �0
 and the second is in its first
excited state �1
. These two-qubit excited
states are entangled; when qubit 1 is found in
the ground state �0
, then qubit 2 is found in
the excited state �1
, and vice versa.

Our qubits are fabricated with the use of a
Nb-AlOx-Nb thin film trilayer process on 5 mm
by 5 mm Si chips (Fig. 1C). Each qubit is a 10

m by 10 
m Josephson junction. The cou-
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