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Data Generating Processes Revisited

Recap
It is useful to think of our datasets as samples from data generating processes
for the input X and the conditional output Y|X.

» MNIST
X: people write digits — people take standardized photos thereof.

Y|X: different people label the same photo X.

» Weather
X: the weather acts on sensors in weather stations.
Y|X: the weather evolves from X and is measured again 5 hours later.

Using samples from these data generating processes, supervised learning aims at learning
something about the conditional processes, i.e how Y depends on X.

Using samples from these data generating processes, unsupervised learning
aims at learning something about the input generator, i.e how X is generated.
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Terminology

» Supervised Learning: learn p(Y|X)

» Semi-Supervised Learning: learn p(Y|X) with typically a small fraction of the data
having labels given explicitly by humans and the rest unlabeled, e.g. many images, but
only some with labels.

» Self-Supervised Learning: learn p(Y|X) where Y is not a label given explicitly by
humans (or other supervisors). Example: auto-regressive models like weather
prediction.

» Unsupervised Learning: learn p(X).
In unsupervised learning one is often more interested in a hidden representation of the
data than in plain fitting of p(X), e.g. if the data seems to be clustered, what is the
cluster identity of a given point.
If X is multidimensional one learns sometimes parts of p(X) in a self-supervised
manner, eg. p(X) = p(X))p(Xa|X)).
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Goals of Unsupervised Learning

» Exploratory Data Analysis: Is there an informative way to visualize the data? Can we
discover subgroups among the variables or among the observations?

» Data Processing: Can we separate signal from noise (denoising)? Can we efficiently
compress the data?

» Uncovering Hidden “Causes” of Observations: Can we uncover hidden structure in
the data? Does the data lie on a low-dimensional manifold?

» Generating Artificial Data: Can we generate high-quality novel data samples, e.g.
images, text or music?

For the assessment of unsupervised learning there are often no clear objective guidelines.
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How Does Unsupervised Learning Work?

Likelihood Maximizing Machine
» We specify
1. the training data
2. the family of probability
distributions (model)
3. the optimizer
» The machine changes the
parameters with the help of
the optimizer until the
likelihood of the parameters
is maximal.

E.g.. Gaussian Mixture Model

(not further discussed here)
E P F L }g(:v(\j/ Does Unsupervised Learning Work?



c=PrL

How Does Unsupervised Learning Work?
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Loss Minimizing Machine
» We specify
1. the training data
2. the function family (model)
3. the loss function L(x)
4. the optimizer
» The machine changes the
parameters with the help of
the optimizer until the loss is
minimal.

E.g.. K-Means Clustering
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K-Means Clustering Algorithm
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K-Means Clustering

» G, ..., Ck contain the indices of the observations in each cluster; K is a
hyperparameter. Every observation with index i =1, ..., nis in exactly one cluster.

» Goal: find

where W(C,) measures the dissimilarity between observations in cluster k, e.g.
squared Euclidean distance

Ck)_ﬁ S b =2 3 Y
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with | C | the number of observations in cluster k and cluster mean x; = [ >icc, Xij-

The K-Means Clustering Algorithm (previous slide) finds, in general, an approximation to the
optimal solution W.
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K-Means Empty Cluster Example
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Clusters are indicated with colors, Clusters can become empty

centroids with crosses
Adapted from http://user.ceng.metu.edu.tr/~tcan/ceng465_f1314/Schedule/KMeansEmpty.html
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Dependence on the Initial Condition
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Choosing k in K-Means Clustering
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K-Means Clustering of MNIST Images
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Correct or wrong?

» After convergence in K-Means Clustering each observation will be in exactly
one cluster.

» The result of K-Means Clustering is fully determined by the choice of k, the
dissimilarity measure and the initial cluster assignment.
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How to Choose the Number of Clusters K?

There is no agreement on the best strategy.

» Cross-validation on Wy does not work well, because the
chances of finding a cluster center close to any test point
increase with the number of clusters.

» Gap statistic: Wy tends to be much smaller than Wy_4,
whenever two real clusters can be separated with K
centers, whereas they are merged into one cluster with
K —1centers. = heuristic: pick the smallest K for which
log(Wi) ~ log(Wic) > log(Wi1.1) ~log(Wi) — sk, where Wi
is the loss obtained when applying clustering to uniformly
random data and sk is the standard deviation of log(W ).

» There are alternative measures, like the Silhoutte method
(for a comparison, see e.g.
https://hastie.su.domains/Papers/gap. pdf).

=PrFL Soto0os0e i5


https://hastie.su.domains/Papers/gap.pdf

Table of Contents

3. Hierarchical Clustering

E P F L Eggg%@%%l Clustering ©



Hierarchical Clustering Algorithm
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Euclidean distance, complete linkage
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1. Begin with n observations and a measure of
all the (3) = n(n—1)/2 pairwise
dissimilarities. Treat each observation as its
own cluster.

2. Fori=nn-1,...,2

(a) Examine all pairwise dissimilarities
among the i clusters and fuse the most
similar pair. The dissimilarity of this pair
indicates the height in the dendrogram
at which the fusion is placed.

(b) Compute the new pairwise
inter-cluster dissimilarities among the
i —1remaining clusters.

Hierarchical Clustering
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Hierarchical Clustering

Organize data in a tree called dendrogram
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The height of the fusion of two branches indicates
how different the observations in the two branches are.
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Clustering with a Dendrogram

The coloured leaves indicate the class identity. The length of the leaves has no meaning.
Cut the dendrogram at different heights to get different clusterings.
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Linkage: Measuring Distances Between Sets

Linkage Description

Complete Maximal intercluster dissimilarity. Compute all pairwise dissimilarities be-
tween the observations in cluster A and the observations in cluster B, and
record the largest of these dissimilarities.

Single Minimal intercluster dissimilarity. Compute all pairwise dissimilarities be-
tween the observations in cluster A and the observations in cluster B, and
record the smallest of these dissimilarities. Single linkage can result in ex-
tended, trailing clusters in which single observations are fused one-at-a-time.

Average  Mean intercluster dissimilarity. Compute all pairwise dissimilarities between
the observations in cluster A and the observations in cluster B, and record the
average of these dissimilarities.

Centroid  Dissimilarity between the centroid for cluster A (a mean vector of length p) and
the centroid for cluster B. Centroid linkage can result in undesirable inver-
sions (i.e. clusters are fused at a height below either of the individual clusters).
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The Effect of the Linkage

Average Linkage Complete Linkage Single Linkage

!

Average and complete linkage tend to yield more balanced clusters.
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Small Decisions with Big Consequences

=PrFL

What type of dissimilarity measure should be used?
Euclidean distance is not the most natural for many types of data.

Should the observations or features be standardized (e.g. variance 1)7
Scaling can be seen as changing the dissimilarity measure.

In the case of hierarchical clustering:
» What type of linkage should be used?
» Where should we cut the dendrogram?

In the case of K-means clustering: how should be choose k?

[...] we must be careful about how the results of a clustering analysis are reported.
These results should not be taken as the absolute truth about a data set. Rather,
they should constitute a starting point for the development of a scientific hypothesis
and further study, preferably on an independent data set.

Some of the figures in this presentation are taken from “An Introduction to Statistical Learning, with applications
in R” (Springer, 2013) with permission from the authors: G. James, D. Witten, T. Hastie and R. Tibshirani

Hierarchical Clustering
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Right or wrong?

Imagine a 1-dimensional problem with 4 data points

Cluster Dendrogram
X1:1,X2:4,X3:5,X4:7. 9

» After the first step of hierarchical clustering with I
Euclidean dissimilarity measure we have the 3 =
clusters {1},{2,3},{4}.

» With complete linkage the Euclidean dissimilarity

between clusters {1} and {2, 3} is 1/(1-5)2 = 4.

» The dendrogram on the right could have been T o
obtained from this data.. @

» Neighbours in the dendrogram (e.g. 1and 4) indicate
observations that are close to each other.
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Other Clustering Methods

» Density-based spatial clustering of applications with noise (DBSCAN): It is a
density-based clustering non-parametric algorithm: given a set of points in
some space, it groups together points that are closely packed together (points
with many nearby neighbors), marking as outliers points that lie alone in
low-density regions (whose nearest neighbors are too far away). (Wikipedia)

» Other methods are implemented in e.g. https://github.com/JuliaStats/Clustering. jl
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https://github.com/JuliaStats/Clustering.jl

Suggested Reading

» 12.1. The Challenge of Unsupervised Learning
» 12.4. Clustering Methods

Some of the figures in this presentation are taken from “An Introduction to Statistical Learning, with applications
in R” (Springer, 2013) with permission from the authors: G. James, D. Witten, T. Hastie and R. Tibshirani

E P F L (ggh:er Clustering Methods



	How Does Unsupervised Learning Work?
	K-Means Clustering
	Hierarchical Clustering
	Other Clustering Methods

