
Chimie Biologique I 
Biological Chemistry I 

BIO-212 

Lecture 11 
Matteo Dal Peraro

￼1Chapters 9 and 10 TMOL



2

Gibbs Free Energy 

- G is only dependent on the system 
- It accounts for both enthalpic and entropic contributions

How do we know when a biological process is at equilibrium 
or at least tend to the equilibrium conditions? We introduce a 
new function that will include the 1st and 2nd law, ie. 
conservation of energy and maximisation of entropy. This is 
the free energy (Gibbs free energy, G at constant pressure)  

which always decreases when a process occurs 
spontaneously and it is at a minimum at equilibrium at 
constant pressure and temperature 
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We now defi ne a new state function of the system, which we call the Gibbs free 
energy (G): 

       G = H – TS                                                            (9.20)
All of the variables in Equation 9.20 refer to the system alone, and so we no longer 
use subscripts to distinguish them. Th e enthalpy (H), the temperature (T), and the 
entropy (S) in Equation 9.20 are all state variables, and so G is also a state function. 
Th e Gibbs free energy is named after Josiah Willard Gibbs, who fi rst introduced 
the ideas that led to the defi nition given in Equation 9.20. As we discuss below, in 
part C of this chapter, the change in Gibbs free energy during a process is equal 
to the maximum amount of non-expansion work that can be extracted from the 
process. Th e change in Gibbs free energy is therefore the amount of energy (or 
heat) that is “free” to be converted to work (the rest is bound up in entropy).

An infi nitesimally small change in G (that is, dG) is given by:
dG = dH – TdS – SdT

At constant temperature the value of dT is zero, and so this equation reduces to:
      dG = dH – TdS                                                        (9.21)

Substituting Equation 9.21 into Equation 9.19 yields:
dG ≤ 0  (constant pressure and temperature) (9.22)

Th us, a spontaneous process at constant temperature and pressure always 
involves a decrease in the Gibbs free energy of the system (that is, dG < 0). It fol-
lows, then, that the value of the Gibbs free energy is at a minimum (that is, dG = 0) 
at equilibrium, as shown in Figure 9.6. 
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Figure 9.6 The Gibbs free energy, 
G, has a minimal value at 
equilibrium. The graph shows how 
the free energy, G, of the system 
changes during a general process 
or reaction. The horizontal axis 
represents a variable of the system, 
denoted X. The two expanded views 
show the variation of the free energy 
(A) when X is close to the equilibrium 
value and (B) when X is far from 
equilibrium. 
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The Gibbs free energy G = H - TS measures the maximum amount of energy 
in a system that can be converted into useful (non-volume) work while 
maintaining constant temperature and pressure. 

Under constant T and P: 

	 1.	Volume work (PdV) is automatically handled by the H term in G = H - TS. 

	 2.	G focuses on the remaining energy available for “useful” work, like            
___electrical work, chemical reactions, or mechanical work. dG quantifies this           
___available energy.
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Free Energy of chemical reactions
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constant pressure. For reactions that do not involve changes in the number of gas 
molecules, the change in volume is often negligible, and under such conditions 
the two forms of the free energy can be used interchangeably to determine the 
direction of spontaneous change.

B. STANDARD FREE-ENERGY CHANGES

9.5 Standard free-energy changes are defi ned with reference 
to defi ned standard states 

Now that we have a prescription for identifying the direction of spontaneous 
change in terms of the free energy (that is, dG < 0), we are in a position to use 
it to determine the direction in which a chemical reaction will proceed under 
given conditions. We shall defer a discussion of how to determine the equilibrium 
points of chemical reactions until Chapter 10, when we discuss the concept of the 
equilibrium constant. Here we simply introduce some bookkeeping conventions 
so that we can calculate and compare free-energy values correctly. 

Consider the hydrolysis of ATP:
 (9.32)

where Pi represents the phosphate ion, [H(PO4)2–/H2(PO4)–]. In order to 
determine whether the reaction will proceed spontaneously from left to right, we 
need to know the value of the total change in free energy (ΔG) for the reaction 
(Figure 9.9):

(9.33)

Th e integral in Equation 9.33 indicates that we are summing over all the infi ni-
tesimal changes in free energy as the reactants are converted to products, and the 
value of the integral is just the diff erence between the free energies of the prod-
ucts, G (products), and the reactants, G (reactants). Writing out the free energies 
of the individual molecules that constitute the reactants and the products explic-
itly, we get:

 (9.34)
Th e free energy is an extensive property of the system because it depends on 
enthalpy and entropy, which are both extensive properties. Th is means that the 
values of each of the individual terms in Equation 9.34 will depend on how much 
ATP and water enter into the reaction, as explained in Figure 9.10. In order to 

Figure 9.9 Free-energy change of a 
reaction. When type A molecules are 
converted to type B molecules, the 
free-energy change of the reaction, 
ΔG, is the difference between the free 
energies of the B and A molecules. 
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reactants
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∆

( )= −G G G(ADP + P ) ATP + H Oi 2∆

Figure 9.10 Standard free-energy 
change for a reaction. The free 
energy is an extensive property, so it 
depends on the amount of material 
in the system. The free energy of two 
moles of A-type molecules is twice 
that of one mole of A-type molecules. 
The standard free-energy change, 
ΔGo, for the reaction, A ĺ B, is the 
difference in free energy between 
one mole of B-type molecules and 
one mole of A-type molecules, under 
standard conditions of temperature, 
pressure, and concentration.
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The Helmholtz free energy, A, of a 
system is given by:

A = U − TS
For a system at constant volume 
and temperature, the value of A 
always decreases in a spontaneous 
process.
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Usually we refer to the standard        at standard conditions: ie 
pressure 1 atm, 1 M of solute, apart for water (55 M), and room 
temperature 298 K. Thus at these conditions for ATP hydrolysis  
is ΔG0 = –28 kJ•mol–1 

provide a standard reference value for the free-energy change, we defi ne the 
molar free energy of a molecule as the free energy of one mole of that molecule. 
Since the free energy of a molecule changes with temperature, pressure, and 
whether it is pure or in a mixture, we need to know the conditions for which a 
free-energy change is being reported. 

By convention, free-energy changes are quoted for the standard state, which 
refers to a condition of defi ned concentration and pressure. Most biochemi-
cal reactions occur in aqueous solution, and the standard state is set to be a one 
molar (M) solution of the molecules in water and 1 atm pressure. Th e free-energy 
change that occurs upon converting a stoichiometric equivalent of reactant mole-
cules into the stoichiometric equivalent of product molecules, all under standard 
conditions, is known as the standard free-energy change, ΔGo, of the reaction 
(see Figure 9.10). Standard free-energy changes are usually reported at room tem-
perature (298 K). Th e value of ΔGo is temperature dependent, and so if we are 
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the molecule at 1 atm pressure. The 
standard state for a solid material 
is the pure solid. The standard state 
of water is pure water (55 M). The 
concentration of water is assumed 
to be constant at 55 M, and the 
concentration of H+ is 10–7 M (that 
is, pH = 7.0). This defi nition of the 
standard state is the biochemical 
standard state. In other branches 
of chemistry, the standard state 
proton concentration is 1 M (that 
is, pH 0).

Standard free-energy
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ΔGo is the change in free energy 
when a molar equivalent of 
reactants are converted into 
products under standard conditions 
of concentration. If the biochemical 
standard state is used (that is, 
pH 7.0), the standard free-energy 
change is denoted ΔGoމ. 
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constant pressure. For reactions that do not involve changes in the number of gas 
molecules, the change in volume is often negligible, and under such conditions 
the two forms of the free energy can be used interchangeably to determine the 
direction of spontaneous change.

B. STANDARD FREE-ENERGY CHANGES

9.5 Standard free-energy changes are defi ned with reference 
to defi ned standard states 

Now that we have a prescription for identifying the direction of spontaneous 
change in terms of the free energy (that is, dG < 0), we are in a position to use 
it to determine the direction in which a chemical reaction will proceed under 
given conditions. We shall defer a discussion of how to determine the equilibrium 
points of chemical reactions until Chapter 10, when we discuss the concept of the 
equilibrium constant. Here we simply introduce some bookkeeping conventions 
so that we can calculate and compare free-energy values correctly. 

Consider the hydrolysis of ATP:
 (9.32)

where Pi represents the phosphate ion, [H(PO4)2–/H2(PO4)–]. In order to 
determine whether the reaction will proceed spontaneously from left to right, we 
need to know the value of the total change in free energy (ΔG) for the reaction 
(Figure 9.9):

(9.33)

Th e integral in Equation 9.33 indicates that we are summing over all the infi ni-
tesimal changes in free energy as the reactants are converted to products, and the 
value of the integral is just the diff erence between the free energies of the prod-
ucts, G (products), and the reactants, G (reactants). Writing out the free energies 
of the individual molecules that constitute the reactants and the products explic-
itly, we get:

 (9.34)
Th e free energy is an extensive property of the system because it depends on 
enthalpy and entropy, which are both extensive properties. Th is means that the 
values of each of the individual terms in Equation 9.34 will depend on how much 
ATP and water enter into the reaction, as explained in Figure 9.10. In order to 

Figure 9.9 Free-energy change of a 
reaction. When type A molecules are 
converted to type B molecules, the 
free-energy change of the reaction, 
ΔG, is the difference between the free 
energies of the B and A molecules. 
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Figure 9.10 Standard free-energy 
change for a reaction. The free 
energy is an extensive property, so it 
depends on the amount of material 
in the system. The free energy of two 
moles of A-type molecules is twice 
that of one mole of A-type molecules. 
The standard free-energy change, 
ΔGo, for the reaction, A ĺ B, is the 
difference in free energy between 
one mole of B-type molecules and 
one mole of A-type molecules, under 
standard conditions of temperature, 
pressure, and concentration.
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The Helmholtz free energy, A, of a 
system is given by:

A = U − TS
For a system at constant volume 
and temperature, the value of A 
always decreases in a spontaneous 
process.
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how we can calculate molecular energies from knowledge of the three-dimen-
sional structures of molecules such as proteins and RNA.

A. THERMODYNAMICS OF HEAT TRANSFER

6.1 In order to keep track of changes in energy, we defi ne the 
region of interest as the “system”

One of the simplest ways to study energetic changes in biochemical processes is 
to carry out the reaction (for example, a chemical reaction or binding event) in a 
test tube and to measure the heat released or taken up as the reaction proceeds. If 
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Figure 6.1 The coupling of 
ATP hydrolysis to mechanical 
motion. (A) ATP loses its terminal 
phosphate group upon hydrolysis. 
This reaction occurs rapidly in the 
forward direction when catalyzed by 
enzymes. (B) A schematic diagram 
of the motor domain of kinesin. 
ATP binds to the motor domain 
and, by forming hydrogen bonds 
and other interactions, provides the 
energy to hold a connector domain 
(pink) in a particular conformation 
(shown curving to the right in the 
diagram). ATP hydrolysis leads to a 
loss of these interactions, and the 
connector domain relaxes to another 
conformation (pointing to the left). 
(C) Kinesin “walks” along microtubule 
tracks. The microtubule proteins are 
shown in gray. The kinesin motor 
domains are in blue and gray. One of 
the kinesin motor domains (gray) is 
initially in the ADP bound state (with 
the connector, in pink, pointing to the 
left). ATP binding drives the connector 
to the right, which results in the other 
motor domain (blue) fl ipping over to 
the right. The process is repeated by 
ATP binding to the blue kinesin motor 
domain, and the cargo vesicle (yellow) 
moves to the right. (C, adapted from 
A. Gennerich and R.D. Vale, Curr. Opin. 
Cell Biol. 21(1): 59–67, 2009.)



A schematic representation of ATP-coupled active transport is shown in Figure 
9.21, in which a cell is indicated by a purple oval. A number of nutrient molecules 
are also shown, both inside and outside the cell. Th e active transport process 
moves nutrient molecules from outside the cell to the inside, generating a con-
centration gradient across the cell membrane. Th e net movement of molecules 
is in one direction, from inside to outside, which is sometimes referred to vecto-
rial transport. As we discuss in Section 10.4, the movement of molecules into 
the cell increases the chemical potential of these molecules inside the cell. Even 
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Figure 9.20 An example of 
physical work. (A) A kinesin motor 
protein moves a cargo vesicle along 
microtubule track (refer to Figure 
6.1 for more information). The work 
done is given by the displacement (ǻr) 
multiplied by the resistive force due to 
friction and viscosity (F). (B) The work 
done is coupled to the hydrolysis of 
ATP by the motor domain. The value of 
the free-energy change for hydrolysis 
of ATP, ∆GATP , sets a limit on the 
amount of work that can be done. 

Figure 9.21 The coupling of 
chemical work to ATP hydrolysis. 
(A) The process of concentrating 
molecules, such as nutrients, inside 
the cell is an example of chemical 
work. (B) The work done is coupled to 
the hydrolysis of ATP by transporter 
proteins, such as the one illustrated in 
Figure 9.22. The free-energy change 
upon ATP hydrolysis, ∆GATP , limits 
the extent to which molecules can 
be moved against a concentration 
gradient. 
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changes relative to the zero values of this scale. By convention, the free energy 
of an element (for example, N2, or O2) in the most stable form of that element 
(for example, oxygen gas, O2, and not ozone, O3) has its free energy set to zero 
under standard conditions. Th e free energies of all other molecular forms or 
phases are measured relative to this set point for the zero on the free-energy scale 
(Figure 9.11). Using this convention, the free-energy change for any reaction 
under standard conditions is given by:

(9.35)

Th e free energies of formation of a few compounds that are important in bio-
chemistry are given in Table 9.1. A more extensive list of such compounds may be 
found in biochemistry textbooks, or in compendia such as the Handbook of Bio-
chemistry and Molecular Biology (see Further Reading at the end of this chapter).

9.7 Thermodynamic cycles allow the determination of the 
free energies of formation of complex molecules from 
simpler ones

It is usually very diffi  cult, if not impossible, to measure the free energy of forma-
tion of a complex molecule by converting elemental molecules directly into the 
complex molecule in one step. Th e free energy is a state function, however, and 
so the change in free energy for a process is independent of the path, and can be 
obtained by summing over the free-energy changes for any particular stepwise 
pathway that links reactants and products. We can break up the formation of a 
complex molecule into a series of intermediate reactions involving less complex 
molecules. If the values of Δf Go for these less complex molecules can be deter-
mined experimentally, these values can then be combined to yield the value of 
Δf Go for the more complex molecule. 

We fi rst illustrate this idea in an abstract way by considering the free energy of for-
mation of a hypothetical molecule, denoted Z. Th en, in the subsequent sections, 
we make these ideas concrete by discussing how the free energy of formation of a 
particular molecule, glucose, is determined experimentally.

Imagine that the molecule Z is formed from the elements A, B, C, and D:

 (9.36)
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Figure 9.11 Standard free energies 
of formation. By convention, the 
molar free energies of elemental 
molecules in their standard states 
are set to zero. The standard free-
energy change for converting the 
pure elemental molecules into 
more complex molecules, in molar 
stoichiometry, is known as the 
standard free energy of formation, 
∆f Go, for the molecule.

Table 9.1 Standard free energies 
of formation of some biochemical 
compounds (1 atm, 298 K).

Compound ∆Goމ (kJ•mol–1)

acetate− –369.2

CO2 (gas) –394.4

CO2 (aqueous 
solution)

–386.2

carbonate ion –587.1

ethanol –181.5

fructose –915.4

fructose-6-
phosphate2−

–1758.3

α-D-glucose –917.2

glucose-6-
phosphate2−

–1760.2

H+ (aqueous 
solution)

0.0

H2 (gas) 0.0

H2O (liquid) –237.2

isocitrate3− –1160.0

lactate− –516.6

OH− –157.3

pyruvate− –474.5

succinate2− –690.2

(From D. Voet and J.G. Voet, Biochemistry, 
3rd ed. New York: John Wiley & Sons, 
2004; D.E. Metzler, Biochemistry, The 
Chemical Reactions of Living Cells. New 
York: Academic Press, 1977.) ⎯ →⎯⎯A + B + C + D ZG (Z )f∆

o

∑ ∑( ) ( )= −G G Gproduct reactantf
all

products
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∆∆ f∆
o o o

392 CHAPTER 9:  Free Energy
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found in biochemistry textbooks, or in compendia such as the Handbook of Bio-
chemistry and Molecular Biology (see Further Reading at the end of this chapter).
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Imagine that the molecule Z is formed from the elements A, B, C, and D:
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Figure 9.11 Standard free energies 
of formation. By convention, the 
molar free energies of elemental 
molecules in their standard states 
are set to zero. The standard free-
energy change for converting the 
pure elemental molecules into 
more complex molecules, in molar 
stoichiometry, is known as the 
standard free energy of formation, 
∆f Go, for the molecule.

Table 9.1 Standard free energies 
of formation of some biochemical 
compounds (1 atm, 298 K).

Compound ∆Goމ (kJ•mol–1)

acetate− –369.2

CO2 (gas) –394.4

CO2 (aqueous 
solution)

–386.2

carbonate ion –587.1

ethanol –181.5

fructose –915.4

fructose-6-
phosphate2−

–1758.3

α-D-glucose –917.2

glucose-6-
phosphate2−

–1760.2

H+ (aqueous 
solution)

0.0

H2 (gas) 0.0

H2O (liquid) –237.2

isocitrate3− –1160.0

lactate− –516.6

OH− –157.3

pyruvate− –474.5

succinate2− –690.2

(From D. Voet and J.G. Voet, Biochemistry, 
3rd ed. New York: John Wiley & Sons, 
2004; D.E. Metzler, Biochemistry, The 
Chemical Reactions of Living Cells. New 
York: Academic Press, 1977.) ⎯ →⎯⎯A + B + C + D ZG (Z )f∆

o

∑ ∑( ) ( )= −G G Gproduct reactantf
all

products
all

reactants

∆∆ f∆
o o o

How to calculate these free energies? 
Using the free energy of formation of the 
molecules involved in the reactions, starting 
from the composing elements 
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changes relative to the zero values of this scale. By convention, the free energy 
of an element (for example, N2, or O2) in the most stable form of that element 
(for example, oxygen gas, O2, and not ozone, O3) has its free energy set to zero 
under standard conditions. Th e free energies of all other molecular forms or 
phases are measured relative to this set point for the zero on the free-energy scale 
(Figure 9.11). Using this convention, the free-energy change for any reaction 
under standard conditions is given by:

(9.35)

Th e free energies of formation of a few compounds that are important in bio-
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Free Energy of chemical reactions
Since it might be difficult to measure the free energy of 
formation for some given products in one single step, the 
reaction is broken down in intermediate steps involving less 
complex reactions and thermodynamic cycles are used to 
calculate the final free energy (this is working because G is a 
state function) 

In the fi rst reaction, elemental carbon (graphite) combines with oxygen to yield 
carbon dioxide, and the standard free-energy change for this reaction is the free 
energy of formation of carbon dioxide, Δf Go(CO2). Th is is a combustion reac-
tion, involving the burning of a compound in oxygen. Th e second reaction is the 
combustion of hydrogen to produce water, with a standard free-energy change 
equal to the free energy of formation of water, Δf Go(H2O). Th e third reaction is 
the reverse of the combustion of glucose to produce carbon dioxide and water. 
Th e free-energy change of this reaction is the negative of the standard free-energy 
change for glucose combustion, ΔGo.

9.9 Enthalpies and entropies of formation can be combined 
to give the free energy of formation

Figure 9.14 shows the thermodynamic cycle formed by the chemical reactions 
depicted in Equation 9.42. Notice that all three reactions in pathway 2 are com-
bustion reactions. Combustion reactions are diffi  cult to initiate, but once initiated, 
they proceed essentially to completion. As we discuss in Chapter 10, one common 
way to determine the value of the standard free-energy change of a reaction is to 
determine the equilibrium constant by measuring the concentrations of the reac-
tions and products at equilibrium. Th is is impractical for combustion reactions, 
because the concentrations of the reactants are negligible after the combustion 
takes place. Instead, the changes in enthalpy and entropy for the reactions are 
determined separately, and then combined to yield the change in free energy. 

Th e standard change in enthalpy for a reaction is denoted ΔHo, and this is the 
change in enthalpy when one mole of reactants is converted to one mole of prod-
ucts under standard conditions. Th e standard change in entropy is defi ned simi-
larly, and is denoted ΔSo. Th e enthalpy of formation of a compound, denoted 
Δf Ho, is the diff erence in the enthalpy of one mole of the compound in the stand-
ard state and stoichiometric equivalents of the corresponding elements. Th e 
entropy of formation (Δf So) is defi ned similarly.

From the defi nition of the free energy (Equation 9.20), the standard free-energy 
change for a reaction, ΔGo, can be written in terms of the standard changes in 
enthalpy and entropy as:

ΔGo = ΔHo – TΔSo                                                      (9.43)

Th e enthalpy and the entropy are state functions, so changes in their values do not 
depend on the path followed between an initial state and a fi nal state. Just as we 
did for the free energy, we can construct thermodynamic cycles for the changes in 
enthalpy and entropy. Th ese cycles allow us to choose the most convenient exper-
imental route to determine the values of the changes in enthalpy and entropy.

6C + 6O2 + 6H2 + 3O2 C6H12O6 + 6O2

6CO2 + 3O2 + 6H2 6H2O + 6CO2

(carbon combustion)
6 × ¨fGo (CO2)

(reverse of glucose 
combustion)

–¨Go

(hydrogen combustion)
6 × ¨fGo (H2O)

¨fGo (glucose)

1

2

Figure 9.14 Thermodynamic cycle 
for the free energy of formation 
of glucose. Pathway 1 shows the 
formation of glucose from the 
elements. Pathway 2 involves three 
combustion reactions (one in reverse) 
that are combined to produce glucose 
from the elements. 
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Chemical work

• the most important source of free energy for the cell comes from chemical 
work - e.g. transformation or transfer of matter - changes in the free energy of 
the system that result from changes in the number of molecules. 

• the chemical potential takes into account when a system loses or gains 
molecules, or molecules change states.

• chemical potential of a type of molecule is simply the free energy of one mole 
of these molecules under the specified conditions (units are in fact J/mole) 

electrical potential (see Chapter 11), and chemical work, which involves changes 
in the free energy of the system that result from changes in the number of mol-
ecules. 

Th e general defi nition of work involves the product of force and displacement. As 
explained in Section 6.9, the work, dw, done in an infi nitesimal step of a process 
in which there is a displacement, dr, against a force, F, is given by:

 (9.50)

Note that the sign of the force will depend on whether the movement is against 
the force or aligned with it. Th e total work done during a process is obtained by 

chemical
work

expansion
work

(A)

(B) molecular channel

PextPext

volume: V volume: 
V + dV

work = Pext x dV

dV

number of moles: n

dG = ¨μ × dn

number of moles: 
n + dn

Figure 9.18 Comparison of 
expansion and chemical work. 
(A) The expansion of a piston. The 
work done in an infi nitesimal step 
during the expansion is given by 
Pext × dV. (B) An example of chemical 
work, which involves the movement 
of molecules into a cell, along a 
concentration gradient. The amount of 
chemical work is given by the change 
in free energy, dG, for the movement 
of a small number of molecules into 
the cell. This change in free energy 
is given by ∆ μ × dn. As explained 
in Chapter 10, the term ∆ μ is the 
difference in chemical potential for 
molecules inside and outside the cell, 
and dn is an infi nitesimal change in 
the number of moles of molecules 
inside the cell. 

=dw F dr
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Table 9.2 Different kinds of work that can be done by a system.

Type of 
work

Intensive 
variable

Extensive differential Expression for work

General force, F change in distance, dr

Expansion pressure, P change in volume, dV

Electrical voltage difference, 
¨ E

change in charge, dq

Surface surface tension, Ȗ change in surface 
area, dA

Stretching tension, Ĳ change in length, dl

Chemical chemical potential 
difference, ¨ ȝ

change in number of 
moles of the molecule, 
dn

(Adapted from D.S. Eisenberg and D.M. Crothers, Physical Chemistry: With Applications to the 
Life Sciences. Menlo Park, CA: Benjamin/Cummings, 1979. With permission from Benjamin/
Cummings.)

µ=w F dr

µ=w P dV

µ L=w dA

µ Y=w dl

∫=w E dq∆

∫ µ=w dn∆
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integrating Equation 9.50:

 (9.51)

As you can see, this is the expression given for the general form of work in the fi rst 
entry in Table 9.2. Th e expression for the work involves the product of an intensive 
variable (force) and the diff erential of an extensive variable (distance). Each of the 
examples of diff erent kinds of work listed in Table 9.2 also involves the product of 
an intensive variable (for example, the pressure or the electrical potential) and the 
diff erential of an extensive variable (for example, volume or amount of charge). 
Th e change in the extensive variable defi nes the directionality of the energy trans-
fer underlying the work (for example, whether a rubber band stretches or con-
tracts).

Th e fi rst three examples of non-expansion work in Table 9.2 are familiar to us from 
the physics of macroscopic objects (that is, electric potential, surface tension, and 
stretching), and can be thought of as particular instances of the general idea of 
displacement against a force. Chemical work is quite diff erent, however, and can 
be understood only in molecular terms. 

9.13 Chemical work involves changes in the numbers of 
molecules

To better understand what is meant by chemical work, study Figure 9.18B. Chemi-
cal work involves changes in the numbers of molecules of a certain species, such 
as in a chemical reaction or during transport across a concentration gradient. Th e 
latter process is illustrated in Figure 9.18B, in which the system consists of a cell 
with molecular channels in the membrane. In this example, chemical work refers 
to the movement of molecules into the cell through these channels, along a con-
centration gradient (there are more molecules outside the cell than inside). 

Now consider what happens to the free energy when a small number of molecules 
move from outside the cell to the inside. Th e number of moles of molecules inside 
the cell changes from n initially to n + dn after the movement. Th e variable cor-
responding to a force that enters into the expression for the chemical work asso-
ciated with this movement is the diff erence in chemical potential, ∆μ, between 
molecules outside the cell and inside. We defer a detailed explanation of chemical 
potential to Chapter 10, and for the present it is suffi  cient to understand that the 
chemical potential of a type of molecule is simply the free energy of one mole of 
these molecules under the specifi ed conditions. Th e change in free energy, dG, 
associated with the movement of dn moles of these molecules is therefore Δȝ × 
dn. Th e net change in free energy as molecules move into the cell is given by:

 (9.52)

As we shall see in the following sections, there is a close relationship between the 
work done during a process and the change in free energy associated with the 
process. Because of the similarity between Equation 9.52 and the general expres-
sion for work (Equation 9.51), the change in free energy associated with changes 
in the numbers of molecules is commonly referred to as chemical work. You 
should be aware, however, that chemical work is not the same as the other kinds 
of work described in Table 9.2, because it does not involve the movement of mol-
ecules against a physical force.

9.14 The decrease in the Gibbs free energy for a process is 
the maximum amount of non-expansion work that the 
system is capable of doing under constant pressure and 
temperature

In our earlier derivation of the condition that the free energy must decrease for 
a spontaneous process, we assumed that the system is only capable of expan-
sion work (see Section 9.3). Now let us see what condition is imposed on the free 

µ=w F dr

∫ µ=G dn∆ ∆
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10.1 The chemical potential of a molecular species is the molar 
free energy of that species

Suppose we have a system that is maintained at constant temperature and pres-
sure, containing Ni molecules of type i. Now suppose that we add one additional 
molecule of type i to the system, keeping the temperature and pressure constant. 
Th e change in free energy is given by:

 (10.1)

Because we have added only one molecule, though, the change in free energy is 
essentially the free energy of one molecule in the system:

 (10.2)

Th e molecular chemical potential (ȝi) is defi ned as the rate of change of the free 
energy with respect to the number of molecules:

(10.3)

According to Equation 10.3, the chemical potential for the i th species is essentially 
the free energy of one molecule of type i in the system. Th e chemical potential 
defi ned in this way has units of energy per molecule (for example, J•molecule–1).

When studying chemical reactions, we usually consider the number of moles 
rather than the number of molecules. One mole is just an Avogadro’s number of 
molecules (NA = 6.022 × 1023 molecules). We denote the number of moles of the 
i th kind of molecule by ni. We can defi ne the molar chemical potential in terms of 
the number of moles as follows:

(10.4)

Th e chemical potential, defi ned as in Equation 10.4, has units of energy•mol–1 (for 
example, J•mol–1).

Because the number of molecules of type i in the system (Ni) is given by Ni = NAni, 
we can write:

(10.5)

According to Equation 10.3, ȝi is the free energy of one molecule of type i in the 
system. According to Equation 10.5, therefore, the chemical potential ȝi (in terms 
of moles) is the free energy of an Avogadro’s number of molecules, which is the 
molar free energy for that species of molecule. In general, when we discuss 
chemical potential, it will be in molar terms, and the bar above the symbol is gen-
erally dropped because the meaning is clear.

10.2 Molecules move spontaneously from regions of high 
chemical potential to regions of low chemical potential

Th e manner in which the free energy of a system changes with the numbers of 
molecules of various species is important for understanding how chemical reac-
tions come to equilibrium. Before we study chemical reactions, though, we need 
to consider a simpler process involving just one type of molecule. One example 
of such a process is diff usion, in which molecules move spontaneously from one 
region of a system to another (diff usion in discussed in more detail in Chapter 17). 

Consider a chamber containing a solution of only one kind of solute (which we will 
call A). Here we take A to be uncharged, the eff ects of electrical charges and elec-
tric fi elds will be addressed in Chapter 11. Th e surroundings of the chamber also 
contain a solution of A molecules. A higher concentration of A molecules is placed 
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Chemical potential
• it is the thermodynamic quantity that determines the equilibrium 

conditions, the tendency of a molecule to escape from a region to 
another and/or to react from a given state to another

• like T is the entropic force driving energy transfer, the chemical 
potential drives the net transfer or transformation of particles

• from the maximization of entropy, you obtain the equilibrium 
condition:

TA = TB µA = µBpA = pB

E V N



Chemical potential driving forces
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Substituting the value of dG from Equation 10.8 into Equation 10.12, we get: 

 (10.13)

For dG to be less than zero, the sign of dNin must be opposite to the sign of 
(ȝin – ȝout). Th erefore, if Nin decreases spontaneously (that is, if dNin < 0), then
(ȝin – ȝout) > 0. It follows that:

ȝin > ȝout      (if Nin decreases spontaneously)     (10.14)

According to Equation 10.14, molecules move spontaneously from regions of high 
chemical potential to regions of low chemical potential. 

10.3 Biochemical reactions are assumed to occur in ideal 
and dilute solutions, which simplifi es the calculation 
of the chemical potential

One of the most important conclusions of this chapter, discussed in the next sec-
tion, is that the chemical potential of a solute is related to the logarithm of the 
concentration of the solute. Th e reason this relationship is so important is that 
it underlies the discussion of chemical equilibrium that follows. Th e logarithmic 
dependence of chemical potential on solute concentration comes about as a con-
sequence of the positional entropy of the solute. 

It is much easier to calculate the entropy of the solute when the solution is very 
dilute. Most biochemical reactions occur in aqueous solution, where the concen-
tration of water is 55 M. Th e physiological concentrations of proteins and small 
molecules such as ATP are in the millimolar (10–3 M) range or below, so the con-
centrations of these solutes are low compared to the concentration of water (that 
is, the solutions are very dilute). 

If a solution is so dilute that the solute molecules do not interact with each other, 
the solution is referred to as an ideal dilute solution (Figure 10.2). What this also 
means is that, although the solute molecules do interact with the solvent mol-
ecules in an ideal dilute solution, the energy of interaction between any indi-
vidual solute molecule with the solvent molecules does not change with solute 
concentration. Th e molar energy (or enthalpy) of the solute is independent of the 
concentration of the solute in an ideal dilute solution. As we shall see, changes in 
the chemical potential of an ideal solution as a function of concentration are due 
solely to changes in the entropy of the solute.

add more solute
molecules

solvent
solute

Figure 10.2 An ideal dilute solution. An ideal dilute solution is one in which the solute molecules do not infl uence each other 
energetically. In the example shown schematically here, the addition of more solute molecules is assumed to result in no change in 
the average energy (or energy per molecule) of the other solute molecules. 

Ideal dilute solution

A solution in which the 
concentration of the solute is so 
low that individual solute molecules 
do not infl uence each other is 
referred to as an ideal dilute 
solution.

dG = (µin – µout) dNin < 0

therefore molecules move spontaneously from regions of high chemical 
potential to regions of low chemical potential 
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Chemical potential and concentration 
• chemical potential of a solute is related to the logarithm of the 

concentration of the solute as a consequence of the positional 
entropy of the solute 

• if you consider a ideal solute solution (Nwaters >> Nmolecules)
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10.4 The chemical potential is proportional to the logarithm 
of the concentration

We know intuitively that spontaneous diff usion drives molecules from regions of 
higher concentration to regions of lower concentration. We have also seen that 
the chemical potential must be greater at higher concentration. What, then, is 
the mathematical relationship between concentration and chemical potential? 
For an ideal, dilute solution of a solute in a solvent, the relationship between the 
chemical potential at two concentrations (C1 and C2) of the solute is as follows:

(10.15)

In Equation 10.15, ȝ1 is the chemical potential (that is, the free energy per mol-
ecule of solute) when the concentration of the solute is C1 and ȝ2 is the chemical 
potential when the concentration of the solute is C2. Equation 10.15 is central to 
much of biochemical analysis, and in this section we discuss how we arrive at this 
equation.

To better understand Equation 10.15, let us consider two regions of equal volume, 
both containing a solution of A molecules (the solute) in B molecules (the solvent; 
for example, water). Th e concentration of A is higher in region 1 than in region 2. 
Th us, the number of A molecules in region 1 (NA1) is greater than the number of 
A molecules in region 2 (NA2), as shown in Figure 10.3. Since both solutions are 
dilute, we assume that the number of B (solvent) molecules in both regions (NB) 
is much larger than the number of A molecules in either region (that is, NB >> NA1 
and NB >> NA2). Also, we assume that NB is the same in both regions because both 
regions have the same volume. Th at is, we assume that the concentration of the 
solvent does not change when the concentration of the solute changes. Th is is true 
only for very dilute solutions.

Th e free energies of the A molecules in the two regions, G1 and G2, are given by:

G1 = H1 – T S1                                                        (10.16)

and 

G2 = H2 – T S2                                                        (10.17)

region 1 region 2

M grid boxes

Solvent: NB, μB

Solute: NA2, μA2

M grid boxes

Solvent: NB, μB

Solute: NA1, μA1

Figure 10.3 The relationship 
between chemical potential 
and concentration. Shown are 
two regions of an ideal dilute 
solution, with solute (A, red ) 
and solvent (B, blue) molecules. 
For an ideal dilute solution, the 
difference in solute chemical 
potential (ΔȝA) is given by:

where C1 and C2 are the 
concentrations of A in regions 
1 and 2, respectively. 
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in terms of the number of molecules per unit volume (see Equations 10.28 and 
10.29). If, instead, we defi ne concentration as the number of moles per unit vol-
ume (that is, in molar units), then we must multiply the right-hand side of Equa-
tion 10.31 by Avogadro’s number, NA. Th is gives us Equation 10.15.

Suppose C1 > C2—that is, suppose region 1 has a higher concentration of the 

solute (A) than region 2 (this is the situation depicted in Figure 10.3), then 
⎛
⎝⎜

⎞
⎠⎟

C
C

ln 2

1
is negative, and Δȝ is negative, too. Since µ µ µ= −2 1∆ , this means that the A 
molecules have a higher chemical potential in region 1 than in region 2. Th is 
makes sense, because we expect molecules to move spontaneously from region 1 
(high concentration) to region 2 (low concentration), which is in the direction of 
decreasing chemical potential.

10.5 Chemical potentials at arbitrary concentrations are 
calculated with reference to standard concentrations

Th e discussion so far has treated the chemical potential as the free energy per 
molecule, whereas it is more convenient to treat the chemical potential as the 
molar free energy when studying biochemical reactions. Switching to molar units 
rather than numbers of molecules, Equation 10.31 can be rewritten as:

(10.32)

where C1 and C2 are now concentrations in molar units instead of numbers of 
molecules per unit volume, R is the gas constant, T is the absolute temperature, 
and the chemical potential is now the free energy per mole rather than per mol-
ecule.

Th e chemical potential of a molecule under standard conditions is denoted by ȝo. 
Equation 10.32 allows us to calculate the chemical potential of the molecule at 
nonstandard concentrations, if we know the value of ȝo. When the concentration 
of the molecule is some value, C, other than the standard concentration, C o , the 
chemical potential is given by:

(10.33)

Th e second equality in Equation 10.33 assumes that C o = 1 M, as is true for most 
situations. Recall from Section 9.5 that one exception is water, for which the stand-
ard condition is pure water, with [H2O] = 55 M. In biochemical calculations, the 
standard concentration of protons is taken to be that in pure water at 25°C, which 
is [H+] = 10–7 (pH 7). 

Substituting Equation 10.1.10 into Equation 10.1.9, we 
get:

(10.1.11)

Th e second term in Equation 10.1.11 does not depend 
on NA1. When we consider the diff erence in chemi-
cal potential between the two regions, we use Equa-
tion 10.1.11 to calculate the chemical potential in each

region:

(10.1.12)

Note that the 
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B  term is the same in both

regions, so it cancels out in Equation 10.1.12. Equation 
10.1.12 is the same as Equation 10.27 in the main text.
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we expect molecules to move 
spontaneously from region 1 (high 
concentration) to region 2 (low 
concentration), which is in the direction of 
of decreasing chemical potential. 

in reality the chemical potential is also 
always defined with respect to standard 
conditions 
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for a generic reaction 

whereνi are the stoichiometric coefficients, imposing the free energy is at 
the minimum ie dG=0, equilibrium conditions, you obtain that 

Therefore, isolating the chemical potential at standard conditions and using 
the relationship between chemical potential and concentration:

Defining the equilibrium constant Keq
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10.7 The concentrations of reactants and products at 
equilibrium defi ne the equilibrium constant (K), 
which is related to the standard free energy change 
(ΔGo) for the reaction

When the reaction comes to equilibrium, let the concentrations of A, B, C, and D 
be denoted by [A]eq, [B]eq, [C]eq, and [D]eq, respectively. Th e chemical potentials 
in Equation 10.43 refer to these equilibrium concentrations. According to Equa-
tion 10.33, the values of ȝA, ȝB, ȝC, and ȝD are related to the standard state values 
of the chemical potentials (ȝo

A, ȝo
B, ȝo

C, and ȝo
D) by:

(10.44)

(10.45)

(10.46)

(10.47)

In Equations 10.44–10.47, the terms [A]o, [B]o, etc., are the standard state concen-
trations. For most solutions, the standard state corresponds to a 1 M solution, and 
so these terms usually disappear. Th ey have been retained in Equations 10.44–
10.47 to remind us that the arguments of the logarithms are dimensionless num-
bers, and do not have units of concentration.

Substituting Equations 10.44–10.47 into Equation 10.43 with the equilibrium con-
centrations, we get:

(10.48)

Rearranging terms, we get:

(10.49) 

Th e terms on the left-hand side of the equation represent the free-energy change 
upon a complete conversion of stoichiometric equivalents of reactants to prod-
ucts under standard conditions—that is, the left-hand side is equal to the value of 
ΔGo for the reaction. Th us, Equation 10.49 can be rewritten as:

(10.50)

We defi ne the ratio of concentrations in Equation 10.50 as the equilibrium 
constant, Keq, for the reaction. Th us,

(10.51)

where [A]eq, [B]eq, [C]eq, and [D]eq are the concentrations of the reactants and 
products at equilibrium, and ȣC, ȣD, ȣA, and ȣB are the stoichiometric coeffi  cients 
of the reaction. Th e subscript “eq” is usually dropped from Keq and the concen-
trations that go into it, but you should note that using an equilibrium constant 
implies that the concentrations are those at equilibrium.

Th e standard free energy change (ΔGo) is given by:

 (10.52)

It follows, from Equation 10.52, that the value of Keq is given by:
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Equilibrium constant

The equilibrium constant, Keq, for a 
reaction relates the concentrations 
of reactants and products at 
equilibrium. The value of Keq is 
given by:

for a simple reaction involving A, 
B, C, and D. [A]eq, [B]eq, [C]eq, and 
[D]eq are the concentrations at 
equilibrium, and ȣA, ȣB, ȣC, and 
ȣD, are the stoichiometric 
coeffi cients of the reaction. 
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we obtain that                                       and 
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B. EQUILIBRIUM CONSTANTS
When a reaction comes to equilibrium, the concentrations of reactants and prod-
ucts are related to each other by the equilibrium constant. In this section, we 
defi ne the equilibrium constant and show how it is related to the standard free 
energy change for the reaction (ǻGo).

10.6 The chemical potentials of the reactants and products 
are balanced at equilibrium

Consider a general chemical reaction: 

(10.34)

where ȣA, ȣB, ȣC, and ȣD are stoichiometric coeffi  cients for the balanced chemical 
reaction. According to Equation 10.34, ȣA molecules of A combine with ȣB mol-
ecules of B to yield ȣC molecules of C and ȣD molecules of D.

Th e change in the free energy, G, as the reaction progresses is given by:

 (10.35)

Equation 10.35 follows directly from the defi nition of the chemical potential as the 
derivative of the free energy with respect to the numbers of moles of a molecule. 
Consult Box 8.3 for a brief review of diff erential calculus.

Th e changes in the numbers of moles, dnA, dnB, dnC, and dnD, are coupled to each 
other. Th ey do not vary independently because changes in the numbers of A and 
B molecules must result in correlated changes in the numbers of C and D mol-
ecules.

In order to account for the coupled nature of the changes in the number of mol-
ecules, we defi ne a reaction progress variable, ȟ (Greek letter xi). ȟ is simply a 
measure of how far the reaction has progressed from the left to the right (Figure 
10.5). When ȟ = 0, the reaction has not occurred at all and when ȟ = 1, all reactants 
have been converted to products. Suppose we start with an initial population of 
molecules denoted nA(0), nB(0), nC(0), and nD(0). As the reaction progresses, the 
value of ȟ increases and the population of molecules changes as follows:

 (10.36)

(10.37)
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Figure 10.5 The reaction progress 
variable ȟ keeps track of the 
balance in consumption and 
generation of reactants and 
products as a chemical reaction 
progresses. For a given value of ȟ, the 
change in the amount of a molecule 
(for example, A) is given by ȣAȟ, where 
ȣA is the stoichiometric coeffi cient for 
A. For example, consider the following 
reaction:

2A + B ĺ C + 2D
Here, ȣA = 2, ȣB = 1, ȣC = 1, and 
ȣD = 2. The changes in the amounts of 
A, B, C, and D as ȟ changes are shown 
in the diagram.

Reaction progress variable, ȟ

ȟ (Greek letter xi) measures how 
far a reaction has proceeded. If 
the stoichiometric coeffi cient for 
a reactant i is ȣi, then the amount 
of this reactant that has been 
consumed is given by ȣi dȟ. 

υAA + υBB υCC + υDD

= 0   thus 
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constant pressure. For reactions that do not involve changes in the number of gas 
molecules, the change in volume is often negligible, and under such conditions 
the two forms of the free energy can be used interchangeably to determine the 
direction of spontaneous change.

B. STANDARD FREE-ENERGY CHANGES

9.5 Standard free-energy changes are defi ned with reference 
to defi ned standard states 

Now that we have a prescription for identifying the direction of spontaneous 
change in terms of the free energy (that is, dG < 0), we are in a position to use 
it to determine the direction in which a chemical reaction will proceed under 
given conditions. We shall defer a discussion of how to determine the equilibrium 
points of chemical reactions until Chapter 10, when we discuss the concept of the 
equilibrium constant. Here we simply introduce some bookkeeping conventions 
so that we can calculate and compare free-energy values correctly. 

Consider the hydrolysis of ATP:
 (9.32)

where Pi represents the phosphate ion, [H(PO4)2–/H2(PO4)–]. In order to 
determine whether the reaction will proceed spontaneously from left to right, we 
need to know the value of the total change in free energy (ΔG) for the reaction 
(Figure 9.9):

(9.33)

Th e integral in Equation 9.33 indicates that we are summing over all the infi ni-
tesimal changes in free energy as the reactants are converted to products, and the 
value of the integral is just the diff erence between the free energies of the prod-
ucts, G (products), and the reactants, G (reactants). Writing out the free energies 
of the individual molecules that constitute the reactants and the products explic-
itly, we get:

 (9.34)
Th e free energy is an extensive property of the system because it depends on 
enthalpy and entropy, which are both extensive properties. Th is means that the 
values of each of the individual terms in Equation 9.34 will depend on how much 
ATP and water enter into the reaction, as explained in Figure 9.10. In order to 

Figure 9.9 Free-energy change of a 
reaction. When type A molecules are 
converted to type B molecules, the 
free-energy change of the reaction, 
ΔG, is the difference between the free 
energies of the B and A molecules. 

qATP + H O ADP + P2 i

∫= = −G dG G G(products) (reactants)
reactants

products

∆

( )= −G G G(ADP + P ) ATP + H Oi 2∆

Figure 9.10 Standard free-energy 
change for a reaction. The free 
energy is an extensive property, so it 
depends on the amount of material 
in the system. The free energy of two 
moles of A-type molecules is twice 
that of one mole of A-type molecules. 
The standard free-energy change, 
ΔGo, for the reaction, A ĺ B, is the 
difference in free energy between 
one mole of B-type molecules and 
one mole of A-type molecules, under 
standard conditions of temperature, 
pressure, and concentration.
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Helmholtz free energy

The Helmholtz free energy, A, of a 
system is given by:

A = U − TS
For a system at constant volume 
and temperature, the value of A 
always decreases in a spontaneous 
process.

(eg                                      )

dNi = ⌫id⇠ ⇠ :: reaction coordinateusing
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Remember that the equilibrium constant Keq is adimensional because 
also in the case the stoichiometric coefficients do not cancel out - 
all concentrations are refereed with respect to the standard conditions 

(10.53)
Th e equilibrium constant, Keq, must of necessity be a unitless number. Th e left-
hand side of Equation 10.52, ΔGo, has units of energy (J•mol–1). On the right-
hand side, the RT term has units of J•mol–1, so ln Keq (and therefore Keq) must be 
dimensionless. If the stoichiometric coeffi  cients (ȣC, ȣD, ȣA, and ȣB) are not equal 
to each other, then the right-hand side of Equation 10.51 might not appear to be 
a dimensionless number (that is, if ȣA, ȣB, ȣC, and ȣD are all diff erent, then all of 
the concentration units do not cancel out). Nevertheless, K is always a unitless 
number because it should really be written as follows:

(10.54)
where [A]o, [B]o, [C]o, and [D]o are the concentrations of the reactants and prod-
ucts in their standard states. Because the values of these standard state concen-
trations are typically 1 M, they are usually not written out explicitly, but we must 
remember that Keq is a unitless number. In spite of this, equilibrium constants are 
often presented or spoken of as if they had concentration units, most commonly 
when describing the equilibrium constants for dissociation reactions, as we shall 
discuss in Chapter 12. 

10.8 Equilibrium constants can be used to calculate the 
extent of reaction at equilibrium

Recall from Section 9.5 that the standard free-energy change for ATP hydrolysis, at 
pH 7.0 and 0.01 M Mg2+ ion, is –28 kJ•mol–1: 

 (10.55)

Th is means that 1 mole of ADP and Pi in a one molar solution is lower in free 
energy by 28 kJ•mol–1 than 1 mole of ATP and 1 mole of water, under the given set 
of conditions. Does this mean that if ATP is allowed to react with water all of the 
ATP molecules will be converted to ADP? Let us analyze the extent to which this 
reaction does actually go to completion.

We start by calculating the value of the equilibrium constant, K:

(10.56)

In Equation 10.56 we have written K without a subscript, with the understanding 
that the concentrations in the equation are equilibrium values. Recall that each 
of the concentrations in the defi nition of K is divided by the concentration in the 
standard state. For water, the standard state concentration is 55 M, and the eff ec-
tive concentration of water does not change when all the solutes are very dilute. 
Th e ratio of the concentration of water to the standard state concentration is 
therefore always very close to 1, in which case water can be dropped from Equa-
tion 10.56. Th e equilibrium constant is therefore rewritten as:

(10.57)

At room temperature the value of RT is 8.314 × 298 = 2478 J•mol–1, or 2.478 
kJ•mol–1. It follows from Equation 10.53 that the value of K is:

(10.58)

Th e concentration of phosphate in a living cell is maintained in the range of 1–10 
mM. Assuming that the phosphate ion concentration is held fi xed at a concentra-
tion of 10 mM (10–2 M), the ratio of ADP to ATP at equilibrium is given by:
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 (10.39)

In these equations, dnA, dnB, dnC, and dnD are the changes in the number of moles 
of A, B, C, and D, respectively. Th e signs in Equations 10.36–10.39 refl ect the fact 
that, as the reaction progresses, A and B molecules are consumed and C and D 
molecules are produced. Substituting these equations into Equation 10.35 we get:

or

(10.40)

When the reaction progresses to the equilibrium point, then the value of the free 
energy will be at a minimum (that is dG = 0). Imposing this condition on Equation 
10.40, we get:

 (10.41)

Since dȟ can be nonzero, the only way for Equation 10.41 to always be true is for 
the following condition to hold:

 (10.42)

or

(at equilibrium)    (10.43)

Equation 10.43 tells us that at equilibrium the chemical potentials of reactants 
and products, multiplied by the stoichiometric coeffi  cients, are balanced (Figure 
10.6).
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Figure 10.6 Chemical potentials 
of reactants and products. 
(A) The chemical potentials of the 
reactants and the products are 
balanced at equilibrium. 
(B) Spontaneous change in the 
progress of a reaction. The value of 
dG/dȟ determines whether a chemical 
reaction will proceed to the right or 
to the left under a specifi ed set of 
conditions. 
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pictorial representation 
on how to reach equilibrium -> 

dNi = ⌫id⇠
⇠ :: reaction coordinate



Example  of ATP hydrolysis
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Equilibrium constant (water is neglected as concentration does 
not change):  

We can compute K using

Assuming that [Pi] is constant 10-2 M (10 mM within physiological levels)  

What do you think its the extent of this reaction ? 



Example  of ATP hydrolysis

20

Equilibrium constant (water is neglected as concentration does 
not change):  

We can compute K using

Assuming that [Pi] is constant 10-2 M (10 mM within physiological levels)  

Thus at equilibrium almost all the ATP will indeed have 
converted to ADP, except for roughly 1 part per 10 million. 
The substantial free energy difference between ATP and 
its hydrolysis products does indeed drive the reaction 
nearly to completion. 



Mass action ratio
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If we are far from equilibrium, dealing with observed concentrations not at 
equilibrium conditions, how do we calculate ΔG?

and we can define the reaction quotient as Q:

introduction the equilibrium constant for better comparison:

a stoichiometric conversion of molar equivalent reactants to products, given the 
specifi ed (that is, not necessarily equilibrium or standard state) concentrations of 
each of the molecular species. 

¨G, and not ¨Go, determines the direction of spontaneous change. If ¨G is nega-
tive, the reaction will proceed as written, to the right. If ¨G is positive, then the 
reaction will proceed to the left (see Figure 10.6B).

10.10 The ratio of the reaction quotient (Q) to the equilibrium 
constant (K) determines the thermodynamic drive of a 
reaction

Now let us consider how to determine the value of ¨G when the concentra-
tions of A, B, C, and D are not at equilibrium. We denote these concentrations as 
[A]obs, [B]obs, [C]obs, and [D]obs, respectively where the subscript denotes 
“observed” concentrations, as determined, perhaps, by measuring the actual con-
centrations of these molecules in a cell in the nonequilibrium condition.

Th e free-energy change for the reaction can be rewritten as:

(10.66)

where Q is defi ned by:

Q is known as the reaction quotient. Note that Q is not the same as the equi-
librium constant because Q involves arbitrary nonequilibrium values of the con-
centrations of the reactants and products. If we know the values of [A]obs, [B]obs, 
[C]obs, and [D]obs, then we can calculate Q and thereby determine if the reaction 
is at equilibrium or not.

Combining Equations 10.52 and 10.66, we get:

(10.67)

Equation 10.67 makes it clear that the capacity of a reaction to run in the forward 
direction is determined by the ratio of Q to K, known as the mass action ratio. 
When Q is less than K, (that is, the mass action ratio is less than 1), ΔG is negative, 
and the reaction progresses in the forward direction. On the other hand, when Q 
is greater than K, the reaction will go backwards.

Figure 10.7 shows the dependence of the free energy (G) on the ratio of Q to K 
for a simple reaction, A  B. Th e slope of the free-energy curve at any point gives 
the value of ΔG. Th e reaction is at equilibrium when the mass action ratio is 1.0. 
For every 10-fold increase in the mass action ratio beyond 1.0, the value of ΔG 
increases by 2.3RT (see Equation 10.71), which corresponds to an increase of 5.8 
kJ•mol–1 at a temperature of 300 K. Likewise, for every 10-fold decrease in the 
mass action ration below 1.0, the value of ΔG decreases by 2.3RT.

10.11 ATP concentrations are maintained at high levels in 
cells, thereby increasing the driving force for ATP 
hydrolysis

We shall illustrate the importance of the mass action ratio by returning to the 
hydrolysis of ATP to yield ADP. Th e analysis in Section 10.9 demonstrates that if 
the ATP concentration in the cell is allowed to reach equilibrium, then there will 
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Reaction quotient

Denoted Q, the defi nition of the 
reaction quotient looks similar to 
that of the equilibrium constant:

The difference is that the 
concentrations in the defi nition of Q 
are not equilibrium concentrations. 
Rather, they are the concentrations 
under the present observed 
conditions. The value of Q helps 
us determine if the reaction will 
proceed to the left or to the right.
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Mass action ratio

The ratio of the reaction quotient, 
Q, to the equilibrium constant, K, 
is known as the mass action ratio, 
Q/K. A reaction will proceed in the 
forward reaction if the mass action 
ratio is less than 1.0.
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reaction will proceed to the left (see Figure 10.6B).
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tions of A, B, C, and D are not at equilibrium. We denote these concentrations as 
[A]obs, [B]obs, [C]obs, and [D]obs, respectively where the subscript denotes 
“observed” concentrations, as determined, perhaps, by measuring the actual con-
centrations of these molecules in a cell in the nonequilibrium condition.

Th e free-energy change for the reaction can be rewritten as:
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where Q is defi ned by:

Q is known as the reaction quotient. Note that Q is not the same as the equi-
librium constant because Q involves arbitrary nonequilibrium values of the con-
centrations of the reactants and products. If we know the values of [A]obs, [B]obs, 
[C]obs, and [D]obs, then we can calculate Q and thereby determine if the reaction 
is at equilibrium or not.

Combining Equations 10.52 and 10.66, we get:
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Equation 10.67 makes it clear that the capacity of a reaction to run in the forward 
direction is determined by the ratio of Q to K, known as the mass action ratio. 
When Q is less than K, (that is, the mass action ratio is less than 1), ΔG is negative, 
and the reaction progresses in the forward direction. On the other hand, when Q 
is greater than K, the reaction will go backwards.

Figure 10.7 shows the dependence of the free energy (G) on the ratio of Q to K 
for a simple reaction, A  B. Th e slope of the free-energy curve at any point gives 
the value of ΔG. Th e reaction is at equilibrium when the mass action ratio is 1.0. 
For every 10-fold increase in the mass action ratio beyond 1.0, the value of ΔG 
increases by 2.3RT (see Equation 10.71), which corresponds to an increase of 5.8 
kJ•mol–1 at a temperature of 300 K. Likewise, for every 10-fold decrease in the 
mass action ration below 1.0, the value of ΔG decreases by 2.3RT.

10.11 ATP concentrations are maintained at high levels in 
cells, thereby increasing the driving force for ATP 
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We shall illustrate the importance of the mass action ratio by returning to the 
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¨G, and not ¨Go, determines the direction of spontaneous change. If ¨G is nega-
tive, the reaction will proceed as written, to the right. If ¨G is positive, then the 
reaction will proceed to the left (see Figure 10.6B).

10.10 The ratio of the reaction quotient (Q) to the equilibrium 
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Now let us consider how to determine the value of ¨G when the concentra-
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[A]obs, [B]obs, [C]obs, and [D]obs, respectively where the subscript denotes 
“observed” concentrations, as determined, perhaps, by measuring the actual con-
centrations of these molecules in a cell in the nonequilibrium condition.

Th e free-energy change for the reaction can be rewritten as:
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where Q is defi ned by:

Q is known as the reaction quotient. Note that Q is not the same as the equi-
librium constant because Q involves arbitrary nonequilibrium values of the con-
centrations of the reactants and products. If we know the values of [A]obs, [B]obs, 
[C]obs, and [D]obs, then we can calculate Q and thereby determine if the reaction 
is at equilibrium or not.

Combining Equations 10.52 and 10.66, we get:
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Equation 10.67 makes it clear that the capacity of a reaction to run in the forward 
direction is determined by the ratio of Q to K, known as the mass action ratio. 
When Q is less than K, (that is, the mass action ratio is less than 1), ΔG is negative, 
and the reaction progresses in the forward direction. On the other hand, when Q 
is greater than K, the reaction will go backwards.

Figure 10.7 shows the dependence of the free energy (G) on the ratio of Q to K 
for a simple reaction, A  B. Th e slope of the free-energy curve at any point gives 
the value of ΔG. Th e reaction is at equilibrium when the mass action ratio is 1.0. 
For every 10-fold increase in the mass action ratio beyond 1.0, the value of ΔG 
increases by 2.3RT (see Equation 10.71), which corresponds to an increase of 5.8 
kJ•mol–1 at a temperature of 300 K. Likewise, for every 10-fold decrease in the 
mass action ration below 1.0, the value of ΔG decreases by 2.3RT.

10.11 ATP concentrations are maintained at high levels in 
cells, thereby increasing the driving force for ATP 
hydrolysis

We shall illustrate the importance of the mass action ratio by returning to the 
hydrolysis of ATP to yield ADP. Th e analysis in Section 10.9 demonstrates that if 
the ATP concentration in the cell is allowed to reach equilibrium, then there will 
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The ratio of the reaction quotient, 
Q, to the equilibrium constant, K, 
is known as the mass action ratio, 
Q/K. A reaction will proceed in the 
forward reaction if the mass action 
ratio is less than 1.0.

the ratio Q/K, the mass action ratio gives us a way to understand where a 
reaction is going. If Q/K < 1 implies that ΔG < 0 and the reaction is going 
forward. When Q=K the reaction is at equilibrium.
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eventually be very little ATP left in the cell (almost all of it will convert to ADP). In 
living cells, the ratio of ATP to ADP is held nearly constant, however, by the action 
of metabolic reactions that consume sugars and other sources of energy used to 
synthesize ATP. Table 10.1 shows the value of the free energy change (ΔG) for ATP 
hydrolysis for various values of the mass action ratio, assuming that the concen-
trations of phosphate and Mg2+ ions are held constant at 10 mM, at pH 7. 

ATP concentrations in the cytoplasm are held so that [ATP]/[ADP] is ~1000. When 
the mass action ratio is clamped at this level, the value of ΔG for the ATP hydroly-
sis reaction is –57 kJ•mol–1—that is, substantially more favorable than the value 
of ΔGo (–28 kJ•mol–1). Under these conditions, the ATP hydrolysis reaction can 
be coupled to other reactions that are substantially uphill in terms of free energy, 
making such transformations possible. On the other hand, if the ATP concentra-
tion is allowed to dissipate, the free-energy change for ATP hydrolysis is drasti-
cally reduced and such energetic couplings will not be possible.

C. ACID–BASE EQUILIBRIA
All of biochemistry involves reactions that do not go to completion, with revers-
ible interconversion between reactants and products. Here we discuss an impor-
tant class of such reactions, involving weak acids and bases.
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Table 10.1 Relationship between the free energy change (∆G) for ATP hydrolysis 
and the reaction quotient.

Q Q/K ΔG (kJ•mol–1) [ATP]/[ADP] Relevant condition

105 1 0 10–7 equilibrium

103 10–2 –11 10–5

1 10–5 –28 10–2 standard condition

10–3 10–8 –46 101 mitochondrial matrix

10–5 10–10 –57 103 cytoplasm

(Adapted from D.G. Nicholls and S.J. Ferguson, Bioenergetics, 3rd ed. San Diego: Academic 
Press, 2002. With permission from Elsevier.)

Figure 10.7 Relationship between 
the free-energy change (ΔG) and 
the mass action ratio. The free 
energy (G) is indicated by a black line, 
and the direction of spontaneous 
change is indicated by arrows at 
selected points. When the mass 
action ratio is 1.0, the value of the 
free energy (G) is at a minimum and 
the value of the slope, which is ΔG, is 
zero. For every factor of 10 increase 
in the value of the mass action ratio 
(Q/K) beyond the equilibrium value, the 
value of ΔG increases by 2.3RT (see 
Equation 10.67), which corresponds 
to an increase of 5.8 kJ•M–1 at a 
temperature of 300 K. For every 
10-fold decrease below the 
equilibrium value, the value of ΔG 
decreases by the same amount. 
Values of ΔG for a temperature of 
300 K (RT ≈ 2.5 kJ•mol–1) are indicated 
for selected values of the mass action 
ratio. (Adapted from D.G. Nicholls and 
S.J. Ferguson, Bioenergetics, 3rd ed. 
San Diego: Academic Press, 2002. With 
permission from Elsevier.)

a stoichiometric conversion of molar equivalent reactants to products, given the 
specifi ed (that is, not necessarily equilibrium or standard state) concentrations of 
each of the molecular species. 

¨G, and not ¨Go, determines the direction of spontaneous change. If ¨G is nega-
tive, the reaction will proceed as written, to the right. If ¨G is positive, then the 
reaction will proceed to the left (see Figure 10.6B).

10.10 The ratio of the reaction quotient (Q) to the equilibrium 
constant (K) determines the thermodynamic drive of a 
reaction

Now let us consider how to determine the value of ¨G when the concentra-
tions of A, B, C, and D are not at equilibrium. We denote these concentrations as 
[A]obs, [B]obs, [C]obs, and [D]obs, respectively where the subscript denotes 
“observed” concentrations, as determined, perhaps, by measuring the actual con-
centrations of these molecules in a cell in the nonequilibrium condition.

Th e free-energy change for the reaction can be rewritten as:

(10.66)

where Q is defi ned by:

Q is known as the reaction quotient. Note that Q is not the same as the equi-
librium constant because Q involves arbitrary nonequilibrium values of the con-
centrations of the reactants and products. If we know the values of [A]obs, [B]obs, 
[C]obs, and [D]obs, then we can calculate Q and thereby determine if the reaction 
is at equilibrium or not.

Combining Equations 10.52 and 10.66, we get:

(10.67)

Equation 10.67 makes it clear that the capacity of a reaction to run in the forward 
direction is determined by the ratio of Q to K, known as the mass action ratio. 
When Q is less than K, (that is, the mass action ratio is less than 1), ΔG is negative, 
and the reaction progresses in the forward direction. On the other hand, when Q 
is greater than K, the reaction will go backwards.

Figure 10.7 shows the dependence of the free energy (G) on the ratio of Q to K 
for a simple reaction, A  B. Th e slope of the free-energy curve at any point gives 
the value of ΔG. Th e reaction is at equilibrium when the mass action ratio is 1.0. 
For every 10-fold increase in the mass action ratio beyond 1.0, the value of ΔG 
increases by 2.3RT (see Equation 10.71), which corresponds to an increase of 5.8 
kJ•mol–1 at a temperature of 300 K. Likewise, for every 10-fold decrease in the 
mass action ration below 1.0, the value of ΔG decreases by 2.3RT.

10.11 ATP concentrations are maintained at high levels in 
cells, thereby increasing the driving force for ATP 
hydrolysis

We shall illustrate the importance of the mass action ratio by returning to the 
hydrolysis of ATP to yield ADP. Th e analysis in Section 10.9 demonstrates that if 
the ATP concentration in the cell is allowed to reach equilibrium, then there will 
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eventually be very little ATP left in the cell (almost all of it will convert to ADP). In 
living cells, the ratio of ATP to ADP is held nearly constant, however, by the action 
of metabolic reactions that consume sugars and other sources of energy used to 
synthesize ATP. Table 10.1 shows the value of the free energy change (ΔG) for ATP 
hydrolysis for various values of the mass action ratio, assuming that the concen-
trations of phosphate and Mg2+ ions are held constant at 10 mM, at pH 7. 

ATP concentrations in the cytoplasm are held so that [ATP]/[ADP] is ~1000. When 
the mass action ratio is clamped at this level, the value of ΔG for the ATP hydroly-
sis reaction is –57 kJ•mol–1—that is, substantially more favorable than the value 
of ΔGo (–28 kJ•mol–1). Under these conditions, the ATP hydrolysis reaction can 
be coupled to other reactions that are substantially uphill in terms of free energy, 
making such transformations possible. On the other hand, if the ATP concentra-
tion is allowed to dissipate, the free-energy change for ATP hydrolysis is drasti-
cally reduced and such energetic couplings will not be possible.
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All of biochemistry involves reactions that do not go to completion, with revers-
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1 10–5 –28 10–2 standard condition

10–3 10–8 –46 101 mitochondrial matrix

10–5 10–10 –57 103 cytoplasm

(Adapted from D.G. Nicholls and S.J. Ferguson, Bioenergetics, 3rd ed. San Diego: Academic 
Press, 2002. With permission from Elsevier.)

Figure 10.7 Relationship between 
the free-energy change (ΔG) and 
the mass action ratio. The free 
energy (G) is indicated by a black line, 
and the direction of spontaneous 
change is indicated by arrows at 
selected points. When the mass 
action ratio is 1.0, the value of the 
free energy (G) is at a minimum and 
the value of the slope, which is ΔG, is 
zero. For every factor of 10 increase 
in the value of the mass action ratio 
(Q/K) beyond the equilibrium value, the 
value of ΔG increases by 2.3RT (see 
Equation 10.67), which corresponds 
to an increase of 5.8 kJ•M–1 at a 
temperature of 300 K. For every 
10-fold decrease below the 
equilibrium value, the value of ΔG 
decreases by the same amount. 
Values of ΔG for a temperature of 
300 K (RT ≈ 2.5 kJ•mol–1) are indicated 
for selected values of the mass action 
ratio. (Adapted from D.G. Nicholls and 
S.J. Ferguson, Bioenergetics, 3rd ed. 
San Diego: Academic Press, 2002. With 
permission from Elsevier.)

However, in living cells, the ratio of ATP to ADP is held nearly constant, the reaction 
does not go to completion because the action of metabolic reactions that consume 
sugars and other sources of energy used to synthesize ATP.

For instance ATP concentrations in the cytoplasm are held so that [ATP]/[ADP] is 
~1000, storing more free energy than in standard conditions. Thus, the ATP 
hydrolysis reaction can be coupled to other reactions that are uphill in terms of 
free energy, making such transformations possible. 
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Acid-base equilibrium 
Acids dissociate in water to release protons

Acid dissociation constant:

Applying the log10 and recalling that pH= -log10([H+]) and pKa =-log10(Ka)

We obtain the Henderson-Hasselbalch equation:

We will revive it in the  
exercise session



With the Henderson-Hasselbalch equation and a few concepts from 
the free energy and equilibria you will be able to compute pKas for 
residues within the protein environment (see exercises) 

His for example has a pKa of 6 and at pH 7 we have that
and thus 
for the deprotonation reaction of His (His+       His + H+).
If His is close to an Asp in a protein environment its pKa can raise up !

Acid-base equilibrium and protonation states  

436     CHAPTER 10:  Chemical Potential and the Drive to Equilibrium

on the sidechain, which can have profound consequences for the function of 
the protein. DNA bases can also become charged upon protonation. In Chapter 
2, for example, we discussed the formation of Hoogsteen base pairs between a 
positively charged cytosine and a guanine (see Figure 2.37). Phosphate groups in 
the backbone of DNA and in molecules such as ATP also participate in acid–base 
equilibria. Weak acids and bases are critical for buff ering the pH, both inside cells 
and in the extracellular environment within tissues. 

To illustrate this phenomenon, we shall consider the histidine sidechain, which 
can exist in either a neutral form (His) or a protonated form (His+; see Figure 
10.11). Th e pKa value of the histidine sidechain in an isolated amino acid is ~6.0. 
If the pH of a solution is 7.0, what fraction of the histidine molecules are expected 
to be charged? We can calculate this ratio by using the Henderson–Hasselbalch 
equation:

 (10.109) 

Th us, roughly 10% of the histidine sidechains will be protonated at pH 7. On the 
other hand, if the pH is reduced to 5, then:

(10.110)

Th is analysis tells us that a change in pH of a single unit above or below the pKa 
value of the histidine sidechain can lead to a drastic change in the relative popula-
tions of the charged and uncharged forms of the sidechain.

10.18 The charge on an amino acid sidechain can be altered 
by interactions in the folded protein

In Section 10.17, we have seen that because the pKa value of a histidine sidechain 
is ~6.0 at neutral pH, only ~10% of the molecules will carry a positive charge on the 
sidechain. Th is is true for an isolated histidine amino acid, but the situation can 
be quite diff erent in a folded protein molecule.

Consider a histidine sidechain that is placed next to a negatively charged aspar-
tic acid sidechain in a folded protein (Figure 10.12). When the histidine is 
charged, a strong ion-pairing interaction is formed between it and the aspartic 
acid sidechain. When the histidine is neutral, a much weaker hydrogen-bonding 
interaction occurs. Suppose the ion pair is ~35 kJ•mol–1 lower in energy than the 
hydrogen-bonding interaction. What is the consequence of this extra stabilization 
for the pKa of this particular histidine sidechain?

To analyze this situation, let us begin by considering a histidine sidechain in an 
isolated amino acid—that is, one that is not interacting with another charged mol-
ecule. It undergoes the following acid–base equilibrium:

 (10.111)

Th e equilibrium constant for this reaction is given by:

(10.112)

We assume that the pH is buff ered at pH 7, so that the proton concentration 
remains constant at 10–7. We also consider the biochemical standard state (pH 7), 

⎛
⎝⎜

⎞
⎠⎟
= − = −

=

log
[His]

[His ]
    5 6    1 

and so
[His]

[His ]
   0.1

+

+

 ++ +His His H

=
+

K
[His][H ]

[His ]+

⎛
⎝⎜

⎞
⎠⎟
= − = − =

= =

log
[His]

[His ]
   pH   pK  7 6   1

so
[His]

[His ]
   10 (when pH   7)

+ a

+

so that the proton concentration can be neglected in Equation 10.112 (recall that 
the equilibrium constant expression always involves dividing the concentrations 
by the standard state values). Th us, the expression for K can be written as:

   

(10.113)

In Section 10.17, we found that the ratio of [His] to [His+] is 10 at neutral pH, so K = 
10. Th e standard free-energy change for the reaction at 300 K is therefore:

 (10.114)

According to Equation 10.114, the neutral form of the histidine is more stable at 
pH 7, as expected. In Equation 10.114, the primed symbol, ∆Goމ indicates the bio-
chemical standard state (pH 7).

In the folded protein, the presence of the aspartic acid sidechain stabilizes His+ 
relative to His by 35 kJ•mol–1 (we are ignoring any changes in the entropy). As 
a consequence, the value of ΔGoމ for the deprotonation reaction becomes +29.3 
kJ•mol–1 (that is, –5.7 + 35 = +29.3). We can now calculate the value of the new 
equilibrium constant:

(10.115)
Th us,

(10.116)

We can now calculate the pKa value for the histidine sidechain in the folded pro-
tein by rearranging the Henderson–Hasselbalch equation:

(10.117)

Equation 10.117 presents us with a remarkable result, which is that the pKa of 
the histidine sidechain has increased by ~6 pH units, to ~12 from ~6. An isolated 
histidine sidechain is half deprotonated at pH 6. In contrast, the presence of the 
aspartic acid sidechain stabilizes the protonated form of histidine, and as a con-
sequence the proton concentration has to be reduced a million-fold before this 
sidechain becomes neutral. At neutral pH, this particular histidine sidechain will 
be essentially fully protonated.

positively charged
histidine sidechain

negatively charged 
aspartic acid sidechain

Į

ȕ

Į
ȕ

Figure 10.12 A histidine sidechain 
interacting with an aspartic acid 
sidechain in hemoglobin. The 
proximity of the negatively charged 
aspartic acid group will favor the 
protonated and positively charged 
histidine sidechain, because of the 
stronger ion pair that results. The 
aspartic acid sidechain increases the 
pKa value of this histidine sidechain. 
The importance of this interaction 
for the function of hemoglobin is 
discussed in Chapter 14 (see 
Figure 14.25). 
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Free energy change in protein folding 
Two concepts we are going to use to describe protein 
folding 

Protein folding reaction can be simplified as transition 
from the unfolded state (U) to the folded state (F).

Thus that the folding reaction is

for the unfolding reaction we have 

 (10.122)

Th e equilibrium constant for this reaction is given by:

(10.123)

Note that Equations 10.120—10.123 hold for a monomeric protein. Proteins that 
form dimers or higher-order multimers exhibit more complex equilibria.

10.20 Protein folding results from a balance between energy 
and entropy

Th ere are many diff erent conformations that are accessible to the protein in the 
unfolded state (see Figure 10.13). When the protein folds up, however, it becomes 
conformationally restricted, and the folded state corresponds to far fewer distinct 
conformations. Th e entropy of the protein molecules must decrease substantially 
upon converting from the unfolded state to the folded state. 

Th e decrease in entropy of the protein chain opposes protein folding because the 
value of –TΔS is positive when ΔS is negative (see Equation 10.119). Nevertheless, 
protein molecules do fold spontaneously, so the overall free energy change upon 
folding must be negative. 

It is natural to think that protein folding might be driven by more favorable ener-
getic interactions in the folded protein. For example, there are numerous hydrogen 
bonds in the folded protein, most of which are disrupted in the unfolded protein 
(Figure 10.14). Th e close packing of atoms in the interiors of folded proteins also 
contributes to stabilization, as a consequence of favorable van der Waals interac-
tion energies (Figure 10.15). 

Th e extent to which these factors actually stabilize the folded structure is reduced 
signifi cantly, however, by the additional interactions that the protein makes with 
water molecules in the unfolded state. Water molecules form strong hydrogen 
bonds with all of the exposed polar groups in an unfolded protein (see Figure 
10.14). Th us, when a protein unfolds, it exchanges intramolecular hydrogen bonds 
with hydrogen bonds to water. As a consequence, the energetic contribution of 
hydrogen bonding ends up being small, although it generally favors the formation 
of the folded structure. Likewise, the extent to which van der Waals interactions 
stabilize the folded structure is important but relatively small (see Figure 10.15).

It turns out that a major driving “force” underlying protein folding is the hydro-
phobic eff ect, which is the tendency of nonpolar groups to sequester themselves 
away from water. Th e origins of the hydrophobic eff ect are complex and are still 
not completely understood. One important component of the hydrophobic eff ect 
is the decrease in the entropy of water molecules when nonpolar groups are 

unfolded state

many conformations

folded state

essentially one conformation

Figure 10.13 A schematic 
representation for a simplifi ed 
version of a protein-folding 
reaction. The unfolded state is 
represented on the left, consisting of 
random conformations of the protein 
backbone. Each of the unfolded 
conformations is assumed to have the 
same energy, which is a simplifi cation. 
On the right is shown the folded 
conformation, which is assumed 
to be unique. 
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U
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Energetic components in protein folding 
Protein folding folding result rom a balance between enthalpy and entropy

As you know there are several types of molecular interactions in a folded 
protein

Which component gives a higher contribution and why ?
a) Enthalpy 
b) Entropy 
c) Both the same



Energetic components in protein folding 
Protein folding folding result rom a balance between enthalpy and entropy

As you know there are several types of molecular interactions in a folded 
protein

Enthalpy: H-bonds do not have a major effect, in U many with water are 
replaced in F within the protein. vdW interactions are more favourable in F 
but are not so strong - overall you get a small favourable H balance (ΔH<0)  

 < 0

This can be around ΔH = -150 kJ/mol for a small size protein (~50 aa) 



Energetic components in protein folding 
Protein folding folding result rom a balance between enthalpy and entropy

As you know there are several types of molecular interactions in a folded 
protein

Entropy: U state has high entropy (many different unfolded configurations). 
The F state has low entropy (only one configuration, S=0)  

and assume that the number of conformations of the protein chain, NC , is given 
by 6Nres, where Nres is the number of residues in the protein.

By combining Equations 10.129 and 10.130, we see that the molar entropy, 
So

unfolded, of the unfolded state is then given by:

(10.131)

Th us, for a small protein containing 50 residues (that is, Nres = 50),

(10.132)

10.23 The free-energy change opposes protein folding if the 
entropy of water molecules is not considered

In the simple model that we are considering, the entropy of the folded chain is 
zero, because it is assumed to have only one conformation. Th us, according to 
Equation 10.132, the change in entropy upon folding for a protein with 50 amino 
acid residues is given by:

 (10.133)

We also need to calculate the change in enthalpy, ΔHo. If we assume that changes 
in the volume of the protein solution are negligible, ΔHo is equal to the change in 
energy (ΔUo). Again, we take a very simple approach. Each residue in the folded 
protein actually makes a complicated set of interactions, but we shall ignore all of 
the detail and simply assume that each residue makes one favorable interaction, 
on balance. As we have argued previously, because of the loss of interactions with 
water, the net energetic stabilization of the protein is expected to be quite small. 
We shall assume that the molar change in energy of the chain upon forming this 
interaction is 3 kJ•mol–1. Th is value is simply a guess, but is about that expected 
for the strength of a hydrogen bond after removal of the interacting groups from 
water. Th us, the molar change in enthalpy (energy) upon folding, ΔHo, is given by:

(10.134)

Th is value is in agreement with the experimental data discussed in Section 10.28.

At 300 K, the standard change in Gibbs free energy, ΔGo, is given by:

 (10.135)

Using Equation 10.133 for the value of ΔSo, we get:

so

 (10.136)

According to Equation 10.136, the change in free energy is positive, and so the 
protein will not fold spontaneously. Th is is because the reduction in entropy 
of the protein chain opposes folding. In other words, the value of –TΔSo (that is, 
+223 kJ•mol–1) is positive and greater in magnitude than the value of the ΔHo term 
(that is, –150 kJ•mol–1).

sidechain
conformation 1

sidechain
conformation 2
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Figure 10.20 Sidechain 
conformations. For simplicity, we 
assume that each sidechain can be 
in one of two conformations, of equal 
energy.

= =S R RNln6 ln6N
unfolded res

reso

= × × = ×S R R50 1.79 89.5unfolded
o

− = − = − ×S S S R0 89.5unfolded unfolded
o∆ oo =

− × = −H N 3 150 kJ•mol–1
res∆ o =

∆Go = ∆Ho – T∆So

∆Go = ∆Ho – T∆So = –150 + 223 = +73 kJ•mol–1

+ × ×300 89.5 8.314 J = 223 kJ•mol–1T∆So =

 < 0

Thus -TΔS0 can be around +200 kJ/mol for a small size protein 
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Th e free-energy change for the reaction, ΔG, is given by:

(10.66)

where Q, the reaction quotient, is given by:

Here [A]obs, etc., refer to the actual (observed) concentrations of the reactants and 
products under reaction conditions of interest, rather than the equilibrium val-
ues. Th e ratio of Q to K (Q/K) is known as the mass action ratio and is related to 
the free-energy change (ΔG) as follows:

(10.67)

It is the value of ΔG, rather than ΔGo, that determines whether a reaction is driven 
to the left or to the right under specifi c conditions.

Biochemical reactions typically do not go to completion, and the extent of reac-
tion is determined by the relevant equilibrium constant and the concentration of 
reactants and products. An important class of such reactions involve weak acids 
and bases. Th e pH of a solution of a weak acid (HA) and its conjugate base (A–) is 
given by:

(10.74)
Equation 10.78 is known as the Henderson–Hasselbalch equation, and it explains 
the ability of weak acids and bases to stabilize or buff er the pH of solutions. Th is 
property is critical for the proper functioning of biological systems, because the 
charges on molecules such as proteins, DNA, and RNA change with pH.

Equilibrium constants have fi xed values at a fi xed temperature, but their values 
change when the temperature changes. Water itself is a weak acid and dissoci-
ates to yield H+ and OH–. Th e pH of pure water is 7.0, but the pH decreases as the 
temperature increases, because the equilibrium constant for the dissociation of 
water changes in value.

Th e net free-energy change in biological reactions is the result of a balance 
between changes in energy (strictly speaking, the enthalpy) and the entropy. We 
have illustrated this balance by considering a simple model for protein folding, 
which shows why protein folding is spontaneous, even though the entropy of 
the protein chain is reduced substantially upon folding. Th e hydrophobic eff ect, 
which is largely a consequence of the reduction in water entropy when nonpolar 
groups are exposed to water, is a critical driving force in protein folding. By seques-
tering the nonpolar groups in the interior, the protein folding process results in an 
increase in the entropy of water. Th is is a key driving force for protein folding, as 
important as energetic considerations. 

Th e principal concept that allows us to estimate the entropy of the protein chain, 
and of water molecules that are aff ected by it, is a relationship between the 
entropy and the logarithm of the number of conformations accessible to the sys-
tem. If we assume that all of the conformations have the same energy, then the 
molar entropy, S, of a system containing molecules that can adopt NC diff erent 
conformations is given by:

(10.129)
Th e values of the thermodynamic parameters ΔGo, ΔHo, and ΔSo can be deter-
mined experimentally using calorimetry. A key result is that the values of ΔHo 
and ΔSo for protein folding vary with temperature. Th is temperature dependence 
arises because the heat capacity of the unfolded protein ( )C P

U∆  is higher than that 
of the folded protein ( )C P

F∆ . Th e origin of this diff erence in heat capacity (ΔCP) is 
not well understood, but it is found to be correlated with the extent of interaction 
of hydrophobic groups with water.
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Energetic components in protein folding 
Protein folding folding result rom a balance between enthalpy and entropy

As you know there are several types of molecular interactions in a folded 
protein

Thus the overall ΔG is positive,  ΔH - TΔS = -150 - (-200) ~50 kJ/mol, 
which is not what we expect as the protein actually folds, ie ΔG < 0.
Something is missing - namely the hydrophobic effect 



Increase of entropy on the solvent (e.g. water) upon folding
due to the so-called hydrophobic effect, provides another 
favorable term to the free energy of folding

Energetic components in protein folding 

(10.137)

where Swater, unfolded
o  is the molar entropy of the water molecules that are aff ected by 

the hydrophobic groups when the protein molecule is unfolded. When the pro-
tein folds up, each of these water molecules is released, and the total number of 
conformations for these water molecules is now 6 × 6 × 6 × ... (Nres times), which 
is 6Nres. Th us, 

(10.138)

Using Equations 10.137 and 10.138, the standard change in entropy of the water 
is calculated to be: 

 (10.139)

If we assume that ΔHo is zero for the water molecules (the number and strengths 
of hydrogen bonds made by water do not change), then

 (10.140)

Th e net change in free energy for the folding reaction is given by:

(10.141)

Substituting the values of ΔGo(protein) from Equation 10.136 and ΔGo(water) 
from Equation 10.140, we get:

(10.142)

Th us, the overall value of the standard free-energy change for folding is negative. 
Th e water molecules make a critical contribution to the protein folding reaction 
through the hydrophobic eff ect, without which folding would not be spontaneous. 

each hydrophobic sidechain
reduces the freedom
of two water molecules

folded protein has all
the hydrophobic groups inside,
away from water

° ° °G G G( ) = ( ) + ( )total protein water∆∆∆
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Figure 10.23 Hydrophobic groups in 
protein folding. In our simple model, 
we assume that half of the protein 
sidechains are hydrophobic, and that 
all of them are buried in the folded 
protein. In the unfolded state, each 
hydrophobic sidechain interacts with 
two water molecules. We assume that 
these water molecules are the only 
ones affected by the unfolded protein.

= = ×S R R Nln2 ln2N
water,unfolded res

reso

= = ×S R R Nln6 ln6N
water,folded res

reso

( )− = × − = × ×S S S R N R N(water)= ln6 ln2 1.1water,folded water,unfolded res res∆ o o o

∆Go (water) = –T × ∆So (water) = –300 × R × 55 = –137 kJ•mol–1

∆Go (total) = +73 – 137 = –64 kJ•mol–1

this entropy contributions 
is low in U state

this entropy contribution is hight as 
those waters can have more 
accessible conformations, thus we 
have extra ΔS > 0 term from water 
and a favourable term -TΔS = -100 
kJ/mol, thus overall the ΔG ~ -50 
kJ/mol for our exemplary small 
protein



Thermodynamic properties of  proteins 
Enthalpic and entropic energy contributions for protein 
folding can be in fact measured by using calorimeters, which 
measure the heat capacity as we have seen

Instrument : 
Differential Scanning Calorimeter  

Data: Melting Curve 
Temperature scan of the sample
• Measure heat capacity associated 

to protein folding
• Determines the melting 

temperature  



with calorimetry we follow the unfolding reaction

As the temperature increases more of the protein unfolds, until at a certain 
temperature (TM - melting temperature), the         becomes zero 
(remember that                             )  
The measured heat capacity includes contributions of both the folded 
population( f ) and the unfolded population(1-f )     

Thermodynamic properties of  proteins 
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Th e expected behavior of C P
F+U is shown in Figure 10.27. Th e change in C P

F+U with 
temperature does not explain the prominent peak in the heat capacity, centered 
at the melting temperature (TM). Th is peak arises from an additional process that 
takes up energy as the temperature is increased, which is the conversion of protein 
molecules from the folded form to the unfolded one. It takes energy to break the 
interactions that stabilize the folded protein and this leads to an additional heat 
capacity term, denoted C P

unfolding (Figure 10.28). As the temperature approachesTM, 
more and more protein molecules take up heat as they unfold, leading to increased 
heat capacity (see Figure 10.28). Once the temperature crosses TM, most of the 
protein molecules are already unfolded, and the heat capacity decreases. Hence, 
the observed heat capacity is a sum of three terms:

 (10.145)

Although we have focused on the protein molecules in this discussion, it should be 
stressed that the measurements correspond directly to diff erences in enthalpies 
of all interactions, including those between the protein and the solvent.

10.27 The area under the peak in the melting curve is 
the enthalpy change for unfolding at the melting 
temperature

If we integrate the value of C P
unfolding over the narrow temperature range that spans 

the peak in the melting curve, we can determine the total amount of heat taken up 
as the folded protein is converted to the unfolded form:

(10.146)

ΔH unfolding is essentially the change in enthalpy for the conversion of all of the 
folded protein to the unfolded form. Since we know the concentration of the 
protein, we can readily calculate the enthalpy change per mole of protein (ΔHo). 
Since most of the protein molecules undergo the unfolding process over a nar-
row range of temperature near TM, we equate ΔHo with the enthalpy change for 
unfolding at the melting temperature, ΔH ounfolding (TM).
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Figure 10.26 The fraction of 
protein molecules that are folded 
or unfolded, as a function of 
temperature. There is generally a 
sharp transition from the fully folded 
to the fully unfolded state. The melting 
temperature (TM) is the temperature 
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are folded. 
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Figure 10.27 Contributions of CF
P 

and CU
P to the heat capacity of 

a protein. The red line shows the 
heat capacity due to the folded and 
unfolded proteins. It does not include 
the contribution that arises from the 
heat required to convert the folded 
form to the unfolded form. 
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Thus to estimate only the energy that accounts for the unfolding 
process we have to integrate Cpunfolding  obtaining ΔH 

Thermodynamic properties of  proteins 

But looking at the data something is missing 
which is the peak reporting the heat capacity 
due to the interactions that are broken 
passing from the folded to unfold state
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Th e expected behavior of C P
F+U is shown in Figure 10.27. Th e change in C P

F+U with 
temperature does not explain the prominent peak in the heat capacity, centered 
at the melting temperature (TM). Th is peak arises from an additional process that 
takes up energy as the temperature is increased, which is the conversion of protein 
molecules from the folded form to the unfolded one. It takes energy to break the 
interactions that stabilize the folded protein and this leads to an additional heat 
capacity term, denoted C P

unfolding (Figure 10.28). As the temperature approachesTM, 
more and more protein molecules take up heat as they unfold, leading to increased 
heat capacity (see Figure 10.28). Once the temperature crosses TM, most of the 
protein molecules are already unfolded, and the heat capacity decreases. Hence, 
the observed heat capacity is a sum of three terms:

 (10.145)

Although we have focused on the protein molecules in this discussion, it should be 
stressed that the measurements correspond directly to diff erences in enthalpies 
of all interactions, including those between the protein and the solvent.

10.27 The area under the peak in the melting curve is 
the enthalpy change for unfolding at the melting 
temperature

If we integrate the value of C P
unfolding over the narrow temperature range that spans 

the peak in the melting curve, we can determine the total amount of heat taken up 
as the folded protein is converted to the unfolded form:

(10.146)

ΔH unfolding is essentially the change in enthalpy for the conversion of all of the 
folded protein to the unfolded form. Since we know the concentration of the 
protein, we can readily calculate the enthalpy change per mole of protein (ΔHo). 
Since most of the protein molecules undergo the unfolding process over a nar-
row range of temperature near TM, we equate ΔHo with the enthalpy change for 
unfolding at the melting temperature, ΔH ounfolding (TM).
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At the melting temperature:

so

for a monomeric protein. Hence:

(10.147)

Th us, the calorimetric experiment gives us the values of ΔHo and ΔSo for the 
unfolding reaction at the melting temperature. 

10.28 The heat capacities of the folded and unfolded protein 
allow the determination of ΔHo and ΔSo for unfolding at 
any temperature

When we considered the dissociation of water, we found that the values of ΔHo 
and ΔSo for that process were independent of temperature (see Section 10.14). 
But, as we noted, reactions that involve the hydrophobic eff ect, such as protein 
folding, do not behave this way. Although the calorimetric experiment gives us 
the values of ΔHo and ΔSo at the melting temperature, how do we determine these 
values at some other temperature (for example 25°C)? Because ΔHo and ΔSo are 
temperature dependent, we cannot simply apply the van’t Hoff  analysis (Section 
10.14). Fortunately, the calorimetric data also give us the value of the diff erence 
between heat capacities of the folded and unfolded proteins ( = −C C CP P P

U F∆ ), and 
this allows us to calculate how both ΔHo and ΔSo depend on temperature (Box 
10.2 for details):

 (10.148)

 (10.149)

Th ese equations tell us that if ΔCP were zero (that is, if the folded and unfolded 
proteins had the same heat capacity), then ΔH ounfolding and ΔS ounfolding would be 
independent of temperature. But, in fact, experimental measurements of protein 

Figure 10.28 Determination of 
the standard enthalpy change of 
unfolding for a protein. Integrating 
the melting curve and subtracting 
the heat capacity of the unfolded and 
folded proteins yields the enthalpy 
change for unfolding (yellow shaded 
area). 
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if the free energy is zero we can not only estimate the enthalpy contribution to unfolding but 
also the entropic one - thus at the melting T we can completely characterise the 
thermodynamics of folding, in fact:
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But how to characterise the process 
at any given T different from TM?
For this we can benefit from the fact that 
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in case ΔCp was zero, 
then the equations above 
would have been 
independent from the 
temperature. 
ΔCp > 0 is correlated with 
the extent of interaction 
of hydrophobic groups 
with water 

Th is important equation describes the stability of the folded protein at any tem-
perature of interest.

Experimentally determined values of ΔCP, as well as values for ΔHo and ΔSo at 
specifi ed temperatures, are shown in Table 10.3 for several proteins. Th ese pro-
teins are of diff erent sizes, and so have diff erent values of ΔHo, ΔSo and ΔCP. In 
order to make comparisons easier, these values are divided by the number of resi-
dues in the protein. 

One striking aspect of the data in Table 10.3 is that this very diverse set of proteins 
all have quite similar thermodynamic parameters on a per residue basis. Th is 
justifi es to some extent our very simple computational analysis of proteins in the 
previous sections, where we simply assumed that each residue makes a similar 
contribution to the enthalpy and entropy of folding.

Given the data in Table 10.3, the values of ΔHo and ΔSo can be calculated as a func-
tion of temperature using Equations 10.148 and 10.149, respectively. Th e results 
for one particular small protein (protein G-B1) are graphed in Figure 10.29. Th e 
value of ΔCP for this protein is 53 J•K–1 mol–1 per residue (see Table 10.3). Protein 
G-B1 has 56 residues, and so the value of ΔCP for the whole protein is 56 × 53 ≈ 
3000 J•K–1•mol–1 = 3 kJ•K–1•mol–1. Consider a change in temperature from 20°C 
(293 K) to 30°C (313 K). According to Equation 10.148, the value of ΔH ounfolding 
would then change as follows:

(10.151)

Indeed, ΔHo increases by 30 kJ•mol–1 over this temperature range for protein 
G-B1, as refl ected in the graph in Figure 10.29. Note that ΔHoand TΔSo change 
much more rapidly than their diff erence, which is ΔGo (Figure 10.30).

How do these experimental results compare with our simple computational model 
for folding? Figure 10.30 shows the value of ΔG ounfolding as a function of tempera-
ture for G-B1. At room temperature (25°C, 298 K), the experimentally determined 
value of ΔG ounfolding is +28 kJ•mol–1

 and ΔH ounfolding is ≈ +78 kJ•mol–1. In terms of the 

Table 10.3 Thermodynamic parameters for unfolding of various proteins.

Protein Molecular weight ¨Ho (25°C) 
[kJ•mol–1 per residue]

¨So (110°C) 
[J•mol–1 per residue]

¨CP 
[J•K–1•mol–1 per residue]

Protein G-B1 7200 1.4 16.1 53

Parvalbumin 11,500 1.4 16.8 46

Cytochrome c 12,400 0.64 17.8 67

Ribonuclease A 13,600 2.4 17.8 44

Hen lysozyme 14,300 2.0 17.6 52

Staph. nuclease 16,800 0.85 17.5 61

Myoglobin 17,900 0.04 17.9 75

Papain 23,400 0.93 17.0 60

β-Papain 23,800 1.3 17.9 58

α-Chymotrypsin 25,200 1.1 18.0 58

Average 1.2 ± 0.7 17.4 ± 0.6 57 ± 9

This table presents values of ΔHo, ΔSo, and ΔCP for several proteins. The temperatures for which ΔHo and ΔSo are calculated were chosen 
to refl ect the enthalpy and entropy of the protein chain itself, without the hydrophobic interaction (see Baldwin, 1986, in Further Reading). 
The values scale with the size of the protein; in order to make comparison easier, the values have been divided by the number of residues in 
the protein to give a “per residue” value. (Adapted from P. Alexander et al., and P. Bryan, Biochemistry 31: 3597–3603, 1992. With permission 
from the American Chemical Society.)
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What to know...
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- Concentrations of reactants and products at the equilibrium 
constant (K) is related to the free energy change.    

- Don’t forget the Henderson-Hasselbach equation and 
application to amino acid protonation states ! 

- Protein folding results from a balance between energy and 
entropy and the hydrophobic effect is a key feature 

- Measurements of the difference in the heat capacity makes it 
possible to determine the value of ΔH and ΔS for unfolding at 
any temperature  



Why binding is that important ?

protein-protein interaction networks

38

-Dots are proteins, edges represent interactions

You can imagine that such  
extensive interaction networks 
are at least as complex for:  

•protein-dna interactions 

•protein-small molecule 
interactions  

•protein-lipid interactions as 
well have started to be 
recognised as very important   



Why binding is that important ?

39-Dots are proteins, edges represent interactions

A

B
C

D

For a qualitative description of the this 
submap its enough to know that A binds 
B,C and D somehow 

However, for a quantitative description it 
is essential to determine measurable 
quantities to these edges – i.e. binding 
affinities  

Measuring the concentration of the free 
and associated species at equilibrium, 
we can calculate the strength of the 
molecular interactions. 

?
?

?



e.g., the Nuclear Pore Complex



Viewing Binding as a Chemical Reaction  

we talked about equilibrium constants for chemical reactions, if in general we consider a 
protein as target P and a ligand L as the interacting molecule via non covalent 
interactions the general complex P•L can be considered the product of the following 
reaction: 

41

Some examples of important molecular recognition events: 



Looking at the reaction mechanism
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Equilibrium constant: Because it is a binding 
reaction we call it  
association constant:

Thus we can define the binding fee energy for the association as: 

which is a measure of the affinity of the interaction, that is, how 
strongly the molecules bind to each other.  
 

12.1 The affi nity of a protein for a ligand is characterized by 
the dissociation constant, KD

We begin our analysis of noncovalent complexes by restating some thermody-
namic relationships that are familiar to us from Chapter 10, but which we now 
place explicitly in the context of a ligand, L, binding noncovalently to a protein, P.

Th e general binding equilibrium for the interaction of a protein, P, with a ligand, 
L, can be written as follows:

 (12.1)

In Equation 12.1, P•L represents the noncovalent protein–ligand complex. Th e 
equilibrium constant, K, for the reaction shown in Equation 12.1, is given by 
Equation 12.2 (see Equation 10.51):

(12.2)

In Equation 12.2, [P•L] is the concentration of the liganded protein, [P] is the 
concentration of the free protein, and [L] is the concentration of the free ligand. 
Because the binding reaction (Equation 12.1), as read from left to right, is in the 
direction of association, the equilibrium constant as defi ned in Equation 12.2 is 
referred to as the association constant, KA:

 (12.3)

Th e standard free-energy change, ΔGo, for the binding reaction is given by Equa-
tion 12.4 (see Equation 10.52):

(12.4)

Recall that ΔGo is the change in free energy upon converting one mole of reactants 
into a stoichiometric equivalent of products (Figure 12.3). In this case, ΔGo is the 
change in free energy when 1 mole of protein binds to 1 mole of ligand under 

(A)

(B)

non-allosteric interaction

protein

ligand protein–ligand 
complex

ligand A ligand B

binary complex
(conformational change) ternary complex

allosteric interaction

allosteric
protein

P + L 1t-

P + LA + LB 1t-A + LB 1t-At-B

Figure 12.2 Allosteric and non-
allosteric binding interactions. 
(A) In a simple binding interaction, 
each encounter between the protein 
molecule and a ligand molecule 
is independent of other binding 
interactions. (B) An allosteric protein 
has more than one ligand binding 
site, and the binding of a ligand to 
one site infl uences the affi nity of the 
other site for its ligand. Allosteric 
binding sites are often symmetry 
related sites in oligomeric proteins. 
Allosteric interactions are discussed 
in Chapter 14.
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Energetic Landscape of Binding  

Definition of Binding Affinity: 
- it refers to the strength of a molecular interaction 
- the greater the decrease in free energy upon binding the 
greater the affinity 



Looking at the reaction mechanism
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It is however common practice to characterize the affinity of 
a binding interaction in terms of the dissociation reaction, 
which is associated to the dissociation constant KD 

12.1 The affi nity of a protein for a ligand is characterized by 
the dissociation constant, KD

We begin our analysis of noncovalent complexes by restating some thermody-
namic relationships that are familiar to us from Chapter 10, but which we now 
place explicitly in the context of a ligand, L, binding noncovalently to a protein, P.

Th e general binding equilibrium for the interaction of a protein, P, with a ligand, 
L, can be written as follows:

 (12.1)

In Equation 12.1, P•L represents the noncovalent protein–ligand complex. Th e 
equilibrium constant, K, for the reaction shown in Equation 12.1, is given by 
Equation 12.2 (see Equation 10.51):
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In Equation 12.2, [P•L] is the concentration of the liganded protein, [P] is the 
concentration of the free protein, and [L] is the concentration of the free ligand. 
Because the binding reaction (Equation 12.1), as read from left to right, is in the 
direction of association, the equilibrium constant as defi ned in Equation 12.2 is 
referred to as the association constant, KA:

 (12.3)

Th e standard free-energy change, ΔGo, for the binding reaction is given by Equa-
tion 12.4 (see Equation 10.52):

(12.4)

Recall that ΔGo is the change in free energy upon converting one mole of reactants 
into a stoichiometric equivalent of products (Figure 12.3). In this case, ΔGo is the 
change in free energy when 1 mole of protein binds to 1 mole of ligand under 
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Figure 12.2 Allosteric and non-
allosteric binding interactions. 
(A) In a simple binding interaction, 
each encounter between the protein 
molecule and a ligand molecule 
is independent of other binding 
interactions. (B) An allosteric protein 
has more than one ligand binding 
site, and the binding of a ligand to 
one site infl uences the affi nity of the 
other site for its ligand. Allosteric 
binding sites are often symmetry 
related sites in oligomeric proteins. 
Allosteric interactions are discussed 
in Chapter 14.
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KD is a dimensionless quantity, but usually it is discussed as if it had molar 
units of concentration. KDs  that range from picomolar to nanomolar (10–12 

-10–9 M, ~ -50 kJ/mol) are the tightest interactions, if in the order of millimolar 
(10–3 M, ~ -15 kJ/mol) they are the weakest.  
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common practice to express KD in molar terms because 
concentration at standard conditions are kind of neglected 

The trade-off between affinity and specificity is crucial in 
many biological processes

Some examples and affinity ranges :

Th e shape of the binding isotherm shown in Figure 12.4 is referred to as a rectan-
gular hyperbola, which is a curve traced out by a cone when it intersects a plane. 
Th e binding isotherm for the simple equilibrium represented by Equation 12.1 is 
sometimes referred to as a hyperbolic binding isotherm.

12.3 The dissociation constant is a dimensionless number, 
but is commonly referred to in concentration units

Th e dissociation constant, like all equilibrium constants, is a dimensionless 
number. Th is has to be true, as we can see by considering Equation 12.8:

Gbind
o∆  has units of energy (for example, kJ•mol–1), as does RT on the right-hand 

side of the equation. Hence, for the units to balance, KD must be a pure number. 
If KD is dimensionless, how is it that we equate KD with ligand concentration in 
Equation 12.12? Th e apparent discrepancy in the units of KD arises because we 
customarily omit the values of the standard state concentrations in the defi nition 
of the equilibrium constants (see Section 10.7). 

If we write out the complete expression for the dissociation constant, then we 
have the following expression (see Equation 10.54):

 (12.13)

where [P]°, [L]°, and [P•L]° are standard state concentrations and are numerically 
equal to 1 M, and are therefore usually not written out explicitly. 

We can rewrite equation 12.13 as:

(12.14)
where KD

* , a pseudo equilibrium constant, is given by :

(12.15)
KD

*  has units of concentration, and its value is equal to the ligand concentration 
at which the protein is half saturated. Because the value of the term P L

P L

o

o o

[ ]
[ ] [ ]

•⎛

⎝⎜
⎞

⎠⎟
in Equation 12.14 is 1.0, the numerical values of KD and KD

*  are the same, even 
though they have diff erent units. We use KD and KD

*  interchangeably in practice, 
and will often use molar units when referring to KD.

12.4 Dissociation constants are determined experimentally 
using binding assays

Dissociation constants are derived experimentally from binding isotherms, which 
rely on methods for measuring the amount of ligand bound to the protein. Th ere 
are many diff erent ways of making such a measurement, known as a binding 
assay. Exactly how a binding assay is carried out depends on the details of the 
interaction being monitored and the ingenuity of the biochemical investigator. 
Here we discuss an example in which radioactivity is used to monitor the amount 
of ligand bound to the receptor for the hormone estrogen (Figure 12.5).

Estrogen is a hormone in females, and its receptor is a site-specifi c DNA binding 
protein. Th e estrogen receptor belongs to a large family of closely related tran-
scription factors known as the nuclear or steroid hormone receptors. Th e estro-
gen receptor consists of two important domains, one that binds to the hormone 

Binding isotherm

A series of measurements of the 
extent of binding or the fractional 
saturation, f, as a function of ligand 
concentration is known as a binding 
isotherm. Such a measurement 
can be analyzed to yield the 
dissociation constant only if all of 
the measurements are made at the 
same temperature and, hence, the 
series of measurements is called an 
isotherm.

Hyperbolic binding 
curve or isotherm

The simple non-allosteric binding 
of a ligand to a protein results in 
a hyperbolic relationship between 
the fractional saturation, f, and the 
ligand concentration [L]. Because of 
this relationship, a simple ligand-
binding equilibrium is referred to 
as hyperbolic binding. Deviation 
from the hyperbolic shape of the 
binding curve is evidence for more 
complicated phenomena, such as 
allostery or multiple binding sites 
with different affi nities. 
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Affinity vs. specificity 
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Affinity of an interaction defines its strength (ie KD). 
But affinity alone is most of the times not sufficient as if you 
bind with high affinity to multiple targets then you will engage 
with targets that are not specific for a given biological function 
(ie off-target binding)  
Specificity thus is the affinity of the ligand for one and only 
one specific target of interest  

582     CHAPTER 13:  Specifi city of Macromolecular Recognition

mathematically below. For many interactions in cells, the affi  nity of a ligand for 
one particular receptor is higher than for binding to other receptors (that is, func-
tionally important binding usually has high specifi city). Th e examples shown in 
Figure 13.1 are interactions with high specifi city.

13.2 Proteins often have to choose between several closely 
related targets

Th e specifi city of the interaction between a protein and its receptor is particularly 
important when the protein has to choose between many closely related targets 
in the cell. Th is is very common during cell signaling, when protein hormones can 
activate multiple receptors, leading to diff erent outputs from each receptor. One 
such example is provided by a family of protein hormones known as the fi broblast 
growth factors (FGFs) and their receptors. Th e FGFs constitute a family of closely 
related proteins that control processes such as the growth of new blood vessels, 
wound healing, and embryonic development (Figure 13.2). Th e primary targets 
of these hormones are the fi broblast growth factor receptors (FGFRs), as shown in 
Figure 13.3. Th e FGF receptors are transmembrane tyrosine kinases with general 
similarity to the epidermal growth factor receptor that was described in Chapter 
12 (see Figure 12.15). 
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polar, directional interactions (eg 
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Affinity of an interaction defines its strength (ie KD). 
Specificity is the affinity of the ligand for one and only one 
specific target of interest  

Th ere are 18 known FGFs in humans, which are related in sequence and structure 
(some of these are shown schematically in Figure 13.2). Th ere are four genes for 
FGF receptors in humans, but the resulting mRNA can be spliced alternatively, 
giving three more variants. In principle, any FGF can bind to any FGF receptor, so 
there are 126 possible FGF–FGFR combinations. 

In order for this signaling system to have the required selective responses to FGF 
signals, a few of the interactions are strong (corresponding to the primary signal-
ing pathways), while many others are very weak, as indicated in Figure 13.4. A 
given tissue may express only one or two of the receptors, and the binding affi  n-
ity may be modifi ed by glycosylation of the receptor (see Section 3.11), as well as 
binding to heparin sulfate on cell surfaces.
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Figure 13.2 Fibroblast growth 
factors. The structures of eight related 
mammalian fi broblast growth factors 
(FGFs) are shown. They share the 
same core fold, with some differences 
in peripheral structures. The chains 
are shaded in the color of the rainbow, 
from N-terminus to C-terminus. 
(Adapted from M. Mohammadi, S.K. 
Olsen, and O.A. Ibrahimi, Cytokine 
Growth Factor Rev. 16: 107–137, 2005; 
PDB codes: 1RG8, 1CVS, 1IJT, 1IHK, 
1QQK, 1NUN, 1Q1U, and 2P23.)

Figure 13.3 Interaction between fi broblast growth factor (FGF) and its receptor. FGF binding displaces an autoinhibition 
domain in the receptor, which blocks dimerization in the absence of FGF. The kinase domains then phosphorylate each other, which 
activates the receptor. To the right, the crystal structure of the complex of FGF1 with two domains of the FGF1 receptor is shown. 
Not shown in this diagram is heparin, a sulfated glycan that promotes receptor dimerization by bridging two FGF molecules. 
(PDB code: 1DJS.)
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To understand the specifi city of FGF signaling, it is necessary to understand how 
the occupancies of the various receptors change in response to altered levels of 
FGFs. We will return to a quantitative analysis of the FGF system after fi rst defi n-
ing more precisely what we mean by specifi city.

13.3 Specifi city is defi ned in terms of ratios of dissociation 
constants

In Section 12.10 we discussed the idea that substantial binding of a ligand to a 
receptor occurs when the concentration of the ligand exceeds the value of the 
dissociation constant. For the binding to be specifi c, two conditions must be 
satisfi ed. First, the dissociation constant for the primary target receptor (we will 
denote this receptor by R0) must be smaller than the ligand concentration. Sec-
ond, the dissociation constants for secondary or off -target receptors, denoted by 
Ri , must be larger than the ligand concentration. We use this idea to come up with 
a numerical value for the specifi city of binding.

Th e binding equilibrium between the ligand and the primary receptor, R0, is given 
by Equation 13.1:

(13.1)

Th e strength of this interaction is characterized by the dissociation constant, KD, R0
:

 (13.2)

Suppose that the ligand can bind to a set of N secondary receptors, Ri , in addition 
to the primary one. Each of these interactions is governed by a binding equilib-
rium:

(13.3)
Th e dissociation constant for each of these binding equilibria is given by: 

 (13.4)
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The value of KD corresponds to the concentration of free ligand at 
which protein is half saturated 

Let’s see why this is true: 
we call ƒ the fractional saturation 
or fractional occupancy of the ligand 
binding sites 

which is the extent to which 
the  binding sites on a protein 
are filled with ligand 
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Recalling that :

 How to determine KD

Let’s see how this is true: 
we call ƒ the fractional saturation 
or fractional occupancy of the ligand 
binding sites 
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12.2 The value of KD corresponds to the concentration of free 
ligand at which the protein is half saturated

Th e reason that the dissociation constant, KD, is more commonly referred to than 
the association constant, KA, is that the value of KD is equal in magnitude to the 
concentration of free ligand at which half the protein molecules are bound to lig-
and (and half are unliganded) at equilibrium (Figure 12.4). Th e value of KD is 
therefore determined readily if we have some way of measuring the fraction of 
protein molecules that are bound to ligand. 

It is straightforward to see why the value of KD corresponds to the ligand concen-
tration at which the protein is half saturated. Let us defi ne a parameter, f, which is 
the fractional saturation or fractional occupancy of the ligand binding sites in 
the protein molecules. If we assume that each protein molecule can bind to one 
ligand molecule, then f is the ratio of the number of protein molecules that have 
ligand bound to them to the total number of protein molecules (see Figure 12.4). 
In terms of concentrations, f can be expressed as:

 (12.9)

Using Equation 12.7, we can relate [P•L] to the dissociation constant as follows:

 (12.10)

Substituting the expression for [P•L] from Equation 12.10 into Equation 12.9, we 
get:

 (12.11)

By using Equation 12.11, we can calculate the value of the fractional saturation, f, 
when the ligand concentration is equal in magnitude to the value of the dissocia-
tion constant. Th at is, if

Table 12.1 Typical strengths of different kinds of interactions.

Type of interaction KD (molar)
(kJ•mol–1)

Enzyme–ATP ~1 × 10−3 to ~1 × 10−6 
(millimolar to micromolar)

−17 to −35 

Signaling protein binding to a target ~1 × 10−6 (micromolar) –35

Sequence-specifi c recognition of 
DNA by a transcription factor

~1 × 10−9 (nanomolar) –52

Small molecule inhibitors of 
proteins (drugs)

~1 × 10−9 to ~1 × 10−12 
(nanomolar to picomolar)

−52 to −69

Biotin binding to avidin protein (one 
of the strongest known noncovalent 
interactions)

 ~1 × 10−15 (femtomolar) –86

Fractional saturation, f

The fractional saturation is the 
extent to which the binding sites 
on a protein are fi lled with ligand. 
For a protein with a single ligand 
binding site, the value of f is given 
by the ratio of the concentration 
of the protein with ligand bound to 
the total protein concentration. The 
fractional saturation is an important 
parameter, because experimentally 
measurable responses to ligand 
binding usually depend directly on 
the fractional saturation.
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When 

 How to determine KD

Therefore, a plot of fractional saturation as function of ligand concentration is known 
as a binding isotherm or binding curve. The KD value depends on the temperature. 
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the unbound ligand. Th e pelleted resin with the protein is transferred to a vial, and 
the total amount of radioactivity in it is estimated by using a liquid scintillation 
counter. Another common way to separate the bound ligand from the free ligand 
is to pass the solution through a fi lter that allows the solution to fl ow through but 

Figure 12.6 Binding isotherm for 
estrogen binding to its receptor. 
(A) In the particular assay shown here, 
the solution of estrogen contains 
a known fraction of radioactively 
labeled estrogen. Separation of the 
receptor–estrogen complex from 
unbound estrogen makes it possible 
to determine the bound ligand 
concentration ([P•L]) by measuring 
the radioactivity. (B) The binding 
isotherm, generated by plotting [P•L] 
as a function of [L], reaches a plateau 
value, for which f = 1.0. The value of 
the dissociation constant, KD, is given 
by the ligand concentration at the 
half-maximal value of f, the fractional 
saturation. (C) The chemical structure 
of 17-β estradiol, the particular 
estrogen used in this experiment. 
Sites where hydrogen is replaced by 
tritium (3H) are indicated by asterisks. 
(B, adapted from D.N. Petersen et al., 
and T.A. Brown, Endocrinology 139: 
1082–1092, 1998. With permission 
from The Endocrine Society.)
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receptor–estrogen complex from 
unbound estrogen makes it possible 
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concentration ([P•L]) by measuring 
the radioactivity. (B) The binding 
isotherm, generated by plotting [P•L] 
as a function of [L], reaches a plateau 
value, for which f = 1.0. The value of 
the dissociation constant, KD, is given 
by the ligand concentration at the 
half-maximal value of f, the fractional 
saturation. (C) The chemical structure 
of 17-β estradiol, the particular 
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Sites where hydrogen is replaced by 
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In all cases to estimate dissociation constants we need to come up with some 
experimental procedure able to measure the amount of ligands bound to a protein. 
These are called binding assays - there are many ways to develop a binding assay 
based on many different techniques and properties of the ligand or proteins. Here is 
an example based on radioactivity applied to steroid hormone receptors 

we use a radioactively  
labelled ligand

[P●L] is then plotted for various  
concentration of L and curve 
fitted to calculate KD 



Note: we usually assume that the amount of bound ligand is very small 
compared to the total amount of ligand available, thus we usually use the free 
ligand concentration and the total ligand concentration interchangeably 

if                                     then   

Binding curves shown in different ways 
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When then the log is 0 and the intercept of the line on 
the horizontal axis is equal to the log of KD 
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Using Equations 12.11 and 12.16, we can calculate the ratio of the fraction of pro-
tein that is bound to the fraction that is unbound:

 (12.17)

Taking the logarithm of both sides of Equation 12.17, we get:

(12.18)

As shown in Figure 12.8B, graphing the value of log
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 is zero. Th e intercept of the line on the horizontal axis is therefore

equal to log KD.

A logarithmic graph such as the one shown in Figure 12.8B is a convenient way 
of checking the assumption that the protein binds to the ligand in a simple way, 
as described by Equation 12.1. As we shall see in Chapter 14, if the actual binding 
isotherm is not linear, or has a slope that is not unity, then this could be an indica-
tion that the actual binding process is more complex, and might include factors 
such as allostery.

Th e slope of the binding isotherm and the value of its intercept on the horizon-
tal axis can be diffi  cult to determine accurately if the binding data have errors in 
them. Values of the fractional saturation determined at low ligand concentration 
are particularly error prone, because the detection signal (for example, fl uores-
cence or radioactivity) is correspondingly weak at low ligand concentration. Care 
must therefore be taken to ensure that errors associated with very weak signals do 
not unduly bias the analysis of the binding isotherm.

12.6 When the ligand is in great excess over the protein, the 
free ligand concentration, [L], is essentially equal to the 
total ligand concentration

In Figure 12.8, the critical parameter is the free ligand concentration, [L]—that is, 
the concentration of the ligand that is not bound to the protein. In most situations 
we are more concerned with the total ligand concentration, [L]total, because this is 
something we know directly from the total amount of ligand added to the system 
under study. For example, if a patient takes a pill that contains 500 mg of a drug, 
the total concentration of the drug in the blood can be estimated by knowing the 
volume of blood in a typical human body (~5 liters). Th e free ligand concentra-
tion, [L], is a diff erent matter, and can only be determined, in principle, by making 
a measurement.

In many biochemical applications, including the study of drug binding, a sim-
plifi cation occurs because the number (or concentration) of protein molecules 
is usually very small compared to that of the drug (Figure 12.9). Th e maximum 
concentration of bound ligand, [L]bound, is therefore very small compared to the 
total ligand concentration, [L]total, if protein concentration is very low compared 
to total ligand concentration:

 (12.19)

Because the total ligand concentration is the sum of the free ligand concentra-
tion, [L], and the bound ligand concentration, [L]bound, it follows that the free 
ligand concentration is essentially the same as the total ligand concentration when 
[L]bound << [L]total:

(12.20)
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to total ligand concentration:

 (12.19)

Because the total ligand concentration is the sum of the free ligand concentra-
tion, [L], and the bound ligand concentration, [L]bound, it follows that the free 
ligand concentration is essentially the same as the total ligand concentration when 
[L]bound << [L]total:

(12.20)
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Universal Binding Isotherm
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Saturable binding is the hallmark of specific binding interactions, ie a 
simple binding mode with one protein associated with one ligand, one 
binding pocket at the time  

The KD defines the ligand concentration range over which the protein 
switches from unbound to bound - using the universal binding curve is a 
handy way to characterise binding because the ligand concentration is 
expressed in terms of dissociation constant (ie it is a universal curve).  
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A common question in biochemistry and pharmacology is how 
much of a protein is bound to a ligand.

For a concentration where the free ligand is 10 times the value of KD ,  
the target is almost completely occupied (at 91%), in fact: 

Universal Binding Isotherm
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A common question in biochemistry and pharmacology is how 
much of a protein is bound to a ligand

For a concentration where the free ligand is 0.1 times the value of KD,  
the target is occupied only at 9%

Universal Binding Isotherm



Thinking again about specificity !
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If you have this situation in which you have 
to develop a drug for a given target A, which 
should also be selective, ie it does not bind a 
second target B.  

What would the optimal KDs be in relative 
terms to achieve this goal? 
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12.20 holds true). At this concentration of the drug, the value of 
K
[L]

D

 for protein B

is 
0.1 10 M
1 10 M

6

5

×
×

−

− , which is 0.01. From the universal binding curve (see Figure 12.11),

we can see that if the value of 
K
[L]

D

 is 0.01, then the value of f is very small. Th us, 

if the drug is delivered at a concentration of 0.1 μM, then we expect protein B to 
be essentially unaff ected (Figure 12.12). Th us, one way to avoid unwanted side 
eff ects in the action of a drug is to make its interaction with its desired target pro-
tein as tight as possible (that is, the dissociation constant should be as low as pos-
sible). 

12.11 The dissociation constant for a physiological ligand is 
usually close to the natural concentration of the ligand

Th e fact that proteins switch from being empty to fully bound when the ligand 
concentration is close to the value of the dissociation constant has implications 
for the way in which evolution “tunes” the strength of the interaction between a 
protein and its natural ligands. In most cases, the dissociation constant for a natu-
ral binding interaction is lower by no more than a factor of 10–100 than the physi-
ological concentration of the ligand. For example, the concentration of ATP in 
the cell is approximately 1 mM (10–3 M). Later in the chapter we discuss enzymes 
known as protein kinases, which bind to ATP and transfer the terminal phosphate 
group to the sidechains of proteins. Th e dissociation constant of ATP for protein 
kinases is typically ~10 ȝM (10–5 M)—that is, approximately one-hundredth that 
of the physiological ATP concentration. Certain motor proteins known as kines-
ins, which utilize ATP as a fuel to power the movement of organelles and other 
objects inside the cell, also bind to ATP with a similar dissociation constant, even 
though kinesins are completely unrelated to the protein kinases in terms of struc-
ture and mechanism.

It is easy to understand why the dissociation constant of a protein for its natural 
ligand is relatively close to the physiological concentration of the ligand. Suppose 
that a protein accumulates mutations that lead to an increased affi  nity for the 
ligand, such that the dissociation constant is much smaller than the natural 

concentration of the ligand.   If a value of 
K
[L]

D

 = 100 is reached, then the saturation (f )

is given by (see Equation 12.11):

At this point the protein is essentially saturated, and further increases in affi  nity 
will not lead to any appreciable increases in ligand binding to the protein. As a 
consequence, mutations that do lead to higher affi  nity will not have an evolution-
ary advantage, and will likely disappear due to evolutionary drift. Furthermore, if 
the dissociation constant becomes too small, the protein would always have lig-
and bound. Signaling systems in cells use ligand binding to proteins as a way to 
turn proteins on and off , and always having the ligand bound would prevent nor-
mal “on”–“off ” signaling in such systems. Even if the ligand concentration drops 
to very low levels, the tighter binding may make the rate of dissociation of the 
ligand very slow (see Chapter 15), which may interfere with function. 

Mutations that weaken the binding, so that the value of KD increases much beyond 
the physiological level of the ligand, will result in a failure of the protein to bind 
to the ligand. Because of the loss of function, such mutations will also be selected 
against.

(A)

(B)

desired
target

drug

KD = 10–9 M

nonspecific
target

KD = 10–5 M

drug

drug concentration = 0.1 �M

Figure 12.12 Affi nity and specifi city 
in drug binding. (A) A drug binds 
tightly to a desired protein and weakly 
to an undesired target. (B) The drug 
is delivered at a concentration that is 
much below the value of KD for the 
undesired target. Very little binding to 
the undesired target occurs. Binding to 
the desired target is maintained if the 
concentration is above the value of KD 
for that target. 

Evolutionary relationship 
between dissociation 
constants and physiological 
concentrations of ligands

The dissociation constant of a 
protein for a naturally occurring 
ligand is usually close to the 
physiological concentration of the 
ligand. Much tighter interactions 
are unnecessary, because the 
protein is 99% saturated when 
the ligand concentration is 100 
times greater than the dissociation 
constant.
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Let’s make use of the universal binding curve
A

B

If the drug is delivered at a 100 nM 
concentration, can you achieve a proper 
selectivity?

Yes - If you administer this drug at 100 nM (10-7 M), you will 
obtain that  99% of the target A is bound with the drug, 
while only 1% of target B will be occupied



Drug Binding by Proteins 
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One of  the main criteria that drives drug development (DD)  
processes is the binding affinity of the drug to a protein 

Generally it starts that have low affinity (ie lead compounds), 
which will then improved by the lead optimisation process  

Let’s look at the example of kinases – key enzymes in 
signalling and involved in a number of diseases such as 
cancer  

Kinases natively bind ATP and transfer  
one phosphate group to Ser, Thr or Tyr 
of protein substrates 
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Structural information does help DD 

If we look at the active site interactions they  
can help us to rationally design drug compounds  

For example the malfunctioning of the tyrosine-protein kinase 
Abl causes chronic myelogenous leukemia. Inhibitor of Abl 
known as imatinib (marketed as Gleevec) blocks the action of 
Abl and is an effective treatment for the leukemia. 

How and where to start  
with the DD process?  
 

Drug Binding by Proteins 



The Drug Development Process
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Lead optimization 

We can see in this 
example how different 
changes in the structure 
of the small molecule 
change binding affinities, 
to reach up to ~10 nM



Small molecules drugs 

Prozac 
(antidepressant)

Abilify
(antipsychotic)

Cymbalta
(pain and anxiety)

Etoposide
(cancer)

Gleevec
(cancer) Ibuprofen

(inflammation)

Lipitor
(Cholesterol)

Nexium
(gastric acid)

Plavix
(antiplatelet agent)



Drug Discovery & Development

Source:  
Asher Mullard,  
Nature Reviews Drug Discovery, February  (2021)

FDA approvals in 2020 
53 New Drugs Approved



Energetics of Binding 
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it is always true that entropy is lost upon binding of the small molecule, but 

ΔG = ΔH - TΔS

- There are entropic 
losses on binding which 
are not energetically 
favorable 

- Enthalpic gains on the 
interactions of the 
protein with the ligand  

- Entropic gains on the 
solvent  (ie hydrophobic 
effect) 

thus overall ΔG < 0



Energetics of Binding 
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Very similar principles to the folding reaction

• Enthalpic gains on the interactions of the 
protein with the ligand come mostly from H-
bonds - this contribution is not very large 

• Entropic gain in free energy due to the solvent 
(ie hydrophobic effect) is instead quite 
significant  

• As a consequence an optimal drug should 
maximise hydrophobic features 

• In practice, drugs cannot be only hydrophobic 
as they will be insoluble, complicating 
adsorption and administration  

• Also hydrophobic interactions tend to be not 
specific, while polar are more specific  

• Thus in the development of a drug one needs to 
find the best compromise between polar and 
hydrophobic interactions



What to know ...
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•The affinity of a protein for a ligand is characterized by the dissociation 
constant KD  

•The value of the KD for a binding interaction is the ligand concentration at 
which half the receptors are bound to ligand 

•The value of the KD determines the concentration range of the ligand over 
which the receptor switches from unbound to bound  

•The  KD for a physiological ligand is usually close to the natural 
concentration of the ligand, this is the result of evolution 

•Key formulas :


