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Date Topic Software version Software releases Grading / Feedback

0 09/09/2024 Python introduction I

1 16/09/2024 Public holiday

2 23/09/2024 Python introduction II

3 30/09/2024 Git and GitHub (+installation VS Code)

4 07/10/2024 Project introduction v1

5 14/10/2024 Functionify v2 v1

6 21/10/2024 EPFL fall break

7 28/10/2024 Visualization and documentation v3 v2 code review (API)

8 04/11/2024 Unit-tests, functional tests v4 v3

9 11/11/2024 Code refactoring v5 v4 graded (tests)

10 18/11/2024 Profiling and code optimization v6 v5 code review

11 25/11/2024 Object oriented programming v7 v6 graded (speed)

12 02/12/2024 Model analysis and project report v8 v7 code review (OO)

13 09/12/2024 Work on project (no lecture, but exercises)

14 16/12/2024 Wrap up (incl. prize ceremony) v8 graded (project)





Model analysis and project reports
Hopfield network

Turing pattern formation



Memory

Source: K Henke, Nature Reviews Neuroscience 2010

memory serves different functions (see diagram)

different types of memory are supported by different brain areas (how do we know this?)

https://www.nature.com/articles/nrn2850


Project: Hopfield networks

Link to the original publication

https://www.pnas.org/content/79/8/2554


Neurons

Source: neuron drawing by Ramón y Cajal

https://en.wikipedia.org/wiki/Golgi%27s_method


A simple, computational neuron model

binary neurons, linear integration and thresholding ( )

Our computational neuron model is subject to the following simplifications:

σ



A simple, computational neuron model

binary neurons, linear integration and thresholding ( )

Specifically, the activity of neuron  is given by

where  is the weight matrix and the nonlinearity  is defined as

Our computational neuron model is subject to the following simplifications:
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The Hopfield network is a recurrent neural network



The Hopfield network is a recurrent neural network

At time  the activity is given by the weight matrix and the activity at .t+ 1 t

p =(t+1) σ Wp( (t))



How are memories stored?
Consider  memory patterns .M p ∈μ {−1, 1} ,μ ∈N {1, ...,M}



How are memories stored?

The Hebbian learning rule is the simplest one to create a Hopfield network. It is based on the principle
"Neurons that fire together, wire together. Neurons that fire out of sync, fail to link". This translates into the
following network connectivity:

We can observe that the weight is the average of the contribution of each pattern to the synaptic weight.

Each pattern contributes positively to a certain weight, if the state of the two connected neurons is the
same, and negatively otherwise.

You also implemented a different learning rule, the Storkey learning rule. It is also a local, and incremental
learning rule (with higher capacity, as you will show).

Consider  memory patterns .M p ∈μ {−1, 1} ,μ ∈N {1, ...,M}
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https://link.springer.com/chapter/10.1007/BFb0020196


Project goals
implement Hopfield nets for a given set of memories (dynamics and learning)

understand the Hopfield network

study dynamics, memory capacity (incl. visualization)

integrate tests, provide specified API

refactor (functions, oop, speed-up)

developed on GitHub with git



Hopfield network



Hopfield network

stored patterns are local minima of the energy surface

spurious minima also exist (e.g.,  for pattern )

the type and number of patterns shape the energy landscape!

−μ μ



Hopfield networks project

How robust are stored memories?

How many memories can be stored?

You will analyze the model and answer two key questions:



Associative memory (for binary images of 130x180)

Try it out for your model!

From Introduction To The Theory Of Neural Computation by J. Hertz

Left: initial state, middle: intermediate and right: final state for 3 examples.



Project: Morphogenesis

Link to the original publication

https://royalsocietypublishing.org/doi/pdf/10.1098/rstb.1952.0012


Reaction-diffusion equations

with diffusion terms  and  as well as reaction terms  and .

See problem set for more details.

The Turing pattern formation mechanism can be modeled with two time-dependent reaction-diffusion
equations, describing the evolution and the interaction between an activator  and an inhibitor 

 morphogen.
u(x, y)

v(x, y)

​ =
∂t
∂u

γf(u, v) + ∇ u2

 

​ =
∂t
∂v

γg(u, v) + d∇ v2

∇ u2 ∇ v2 γf(u, v) γg(u, v)

https://epfl-bio-210.github.io/BIO-210-CourseMaterials/docs/week_4.html


You’ll implement discretized equations

and

with parameters defined on the problem set.

Reaction-diffusion equations:
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Morphogenesis project
implement a model of morphogenesis (discretized partial differential equation)

integrate tests, provide specified API

refactor (functions, oop, speed-up)

developed on GitHub with git

understand why patterns can emerge with this mechanism

study what patterns can emerge (incl. visualization)



Reaction-diffusion model

Adapted from Mathematical Biology II by Murray



The simplest, non-trivial coat patterns

Honey badger & valais goat; adapted from Mathematical Biology II by Murray



The next bifurcation …

Anteater and galloway cows; adapted from Mathematical Biology II by Murray



Reaction-diffusion model

When is the solution numerically stable?

What type of coat patterns can emerge?

You will analyze the model and answer two key questions:



How to document your work?
write the report in markdown (on GitHub)

store results as pandas files

embed visualizations and results

make your final release before Dec 23 at 10am

The final problem set gives all details.

Note: we will not grade speed/coverage in this release. This was already done. Of course, put forward your
best code version with all features working. Use the fastest code, so that all simulations are achieved
quicker. All the best!

https://epfl-bio-210.github.io/BIO-210-CourseMaterials/docs/week_12.html


Questions?



Upcoming schedule:

Monday 13 - 15: exercises working on your project (final version)

Next weeks:

Monday, Dec 9: NO class (so you can work on your project)

Monday, Dec 9, 13 - 15: exercises working on your project

Monday, Dec 16: final class (incl. award ceremony)

Monday, Dec 16, 13 - 15: exercises working on your project

Release your final version on 23.12. at 10am!

Today:



Let’s fill out the class feedback form

Link to questionaire

https://cape-quest.epfl.ch/evasys/online.php?p=HP7EL


Upcoming schedule:

Monday 13 - 15: exercises working on your project (final version)

Next weeks:

Monday, Dec 9: NO class (so you can work on your project)

Monday, Dec 9, 13 - 15: exercises working on your project

Monday, Dec 16: final class (incl. award ceremony)

Monday, Dec 16, 13 - 15: exercises working on your project

Release your final version on 23.12. at 10am!

Today:


